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PREFACE

During its meeting before the Second European Congress in Mathematics in Budapest in 1996, the Council of the European Mathematical Society decided that the Third European Congress of Mathematics would be held in Barcelona in July 2000. Klaus D. Bierstedt, a member of this Council, who had also been one of the organizers of the International Functional Analysis Meeting on the Occasion of the 60th Birthday of Professor M. Valdivia at Péniscola, Spain, October 22–27, 1990, immediately suggested to organize a satellite meeting on functional analysis in Valencia during the week before the Third European Congress. José Bonet and Manuel Maestre from the two universities of Valencia agreed with this suggestion and decided to hold such a meeting, ten years after the one in Péniscola, and now on the occasion of the 70th birthday of Professor Valdivia. The preparations for the conference started in 1998, the Scientific Committee was formed, and the first Plenary Speakers were invited.

The Proceedings of the International Functional Analysis Meeting of 1990 had been published as volume 170 (1992) in the series North-Holland Math. Studies. During the International Congress of Mathematicians 1998 in Berlin, Bierstedt and Bonet asked Drs. Arjen Sevenster, Associate Publisher of Elsevier Science, if the Proceedings of the meeting in Valencia in 2000 could again be published in the series North-Holland Math. Studies, one year after the conference. The reaction of Sevenster was very positive; the contract was signed some months later. We thank Drs. Sevenster and the Elsevier/North-Holland company for publishing this book.

The preface of the Proceedings of the Péniscola meeting contained a short summary of the merits of Professor Valdivia, and the first article in the book, “The mathematical works of Manuel Valdivia” by J. Horváth, gave a report on his books and articles up to 1990. Since then Valdivia had gone on to publish many important results, some of them in joint work with the President of the Belgian Mathematical Society, Professor Jean Schmets. Hence it was natural to ask Schmets to report on the recent work of Valdivia at the meeting in Valencia. Schmets accepted; his article “The mathematical works of Manuel VALDIVIA, II” is the first one in the present Proceedings volume.

Soon it became clear that the International Functional Analysis Meeting in Valencia in 2000 would be much bigger and broader in scope than the one in Péniscola. In addition to the special talk of Jean Schmets, there were 16 Plenary Lectures of 50 minutes, by well-known specialists from 8 countries, as originally planned. However, the organizers had not anticipated in the beginning that there would be more than 300 participants in the end. And so many abstracts were submitted that, only a few weeks before the meeting, it was finally decided to group the 176 parallel talks of 25 minutes in 10 Special Sessions and to let each Special Session have its own organizers. In addition, 24 posters were presented in three Poster Sessions.

We take the opportunity to thank the people of the Atlas Mathematical Conference Abstracts (AMCA) server at York University, Canada, and here especially Elliott Pearl, for providing an excellent service for the submission of the abstracts of the participants via WWW and for the preparation of the booklet. Announcements of the meeting and several
circular letters were distributed by e-mail and by Internet. The homepages of the meeting, with much pertinent information and many useful links, were designed and maintained in the Department of Mathematics and Computer Science at the University of Paderborn by Dr. Silke Holtmanns to whom special thanks are due.

We thank various sponsors, in particular the Universidad Politécnica de Valencia, for contributing money and the facilities for the meeting. Among other things, these contributions made it possible to waive the conference fee and to offer free accommodation and lunches in Valencia to 29 participants from Eastern Europe, from countries of the former Soviet Union, as well as from countries of the Third World. More than twice as many mathematicians had applied for such grants, and the selection process was painful for the Scientific Committee since a much larger number of them would have deserved grants. Finally, this may be the right point to also thank the members of the Scientific Committee and of various other committees and the organizers of the Special Sessions for their efficient help. (A list of the sponsors, of all the committees, of all Special Sessions and their organizers, the schedule of the meeting, as well as the schedules of the Special Sessions, can be found in the editorial part of this book.)

The organization took much more time and energy than expected. The arrival day was hectic. The week of the meeting turned out to be one of the hottest of the summer of 2000 in Valencia. On Monday, the highest temperature was 39 degrees, and even after midnight there remained 31 degrees. The air condition cooled down the main lecture hall in the Rectorado so much that some participants ended up with a cold. On the other hand, some of the smaller lecture rooms for the Special Sessions did not have any air condition at all, and the speakers (and the audience) suffered from the heat. Fortunately enough, Wednesday afternoon was not as hot as Monday, or else the excursion to Xàtiva would have ended in a virtual disaster. (Temperatures in Xàtiva during the summer are usually five degrees higher than in Valencia.) In fact, both excursions to Xàtiva and to the Hemisferic and Science Museum (on Friday) turned out fine. The participants will remember the Castillo of Xàtiva with its beautiful scenic views, the picturesque center of this town, and the spectacular new buildings of the City of Arts and Sciences in Valencia.

But for the success of a meeting in mathematics, it is mathematics which is by far the most important thing, and in this respect the meeting was very successful indeed. Many interesting lectures and posters were presented during the meeting, and it was reported on plenty of deep and important theorems: the mathematics was first-rate. It remains to thank the speakers for their excellent, well-prepared and inspiring talks, the chairpersons for their help, and the audience for persistent interest and stimulating discussions.

All the Plenary Speakers had been invited, and all the other participants had the opportunity, to submit an article to this Proceedings volume. The original deadline was November 30, 2000, but the last paper published here, by one of the Plenary Speakers, arrived at Paderborn only in early March 2001. Part of the Scientific Committee also served as editors of the book. 12 contributions by Plenary Speakers and 37 articles by other participants were submitted and refereed. We thank the referees very much; some of them took their job very seriously. Many comments and criticisms were made which definitely helped to improve several articles, sometimes not only in the exposition or by
removing misprints. 17 articles had to be rejected, revisions of some of which, according to the remarks of referees, would actually have been publishable in a good mathematical journal. The editors regret the limitations of space (the book was supposed to have about 400 pages) and time. Still, the original deadline for the submission of the final manuscript to Elsevier (March 1, 2001) was exceeded by more than two months. We thank Ms. Duddeck for compiling the editorial part of the book in Paderborn.

As a glance at the table of contents shows, the present Proceeedings volume contains 32 articles on various interesting areas of present-day functional analysis and its applications: Banach spaces and their geometry, operator ideals, Banach and operator algebras, operator and spectral theory, Fréchet spaces and algebras, function and sequence spaces. The reports we received from the (sometimes very prominent) referees confirmed our impression that the authors have taken much care with their articles and that many of the papers present important results and methods in active fields of research. Several survey type articles (at the beginning and the end of the book) will be very useful for mathematicians who wants to learn “what’s going on” in some particular field of research. We hope, and are quite confident, that this collection of papers, dedicated to Professor Manuel Valdivia on the occasion of his 70th birthday, with best wishes for the future, will prove helpful, valuable and inspiring for anybody interested in functional analysis and related fields.

Paderborn/Valencia/Liège, May 2001

Klaus D. Bierstedt, José Bonet, Manuel Maestre, Jean Schmets
INTERNATIONAL FUNCTIONAL ANALYSIS MEETING
on the Occasion of the 70th Birthday of Professor M. Valdivia
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SCIENTIFIC COMMITTEE
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Prof. Klaus D. Bierstedt, Univ. Paderborn, Germany
Prof. José Bonet, Univ. Politécnica de Valencia, Spain
Prof. Joan Cerda, Univ. Barcelona, Spain
Prof. Hans Jarchow, Univ. Zürich, Switzerland
Prof. Manuel Maestre, Univ. de Valencia, Spain
Prof. Jean Schmets, Univ. Liège, Belgium

LOCAL ORGANIZING COMMITTEE
Prof. Carmen Fernández
Prof. Antonio Galbis
Prof. Pablo Galindo
Prof. Domingo Garcia
Prof. Manuel López Pellicer
Prof. Vicente Montesinos
Prof. Alfred Peris

The Local Committee would like to extend special thanks to the following colleagues of the Universidad Politécnica who have been very helpful with the organization of the meeting:

• Alberto Conejero,
• David Jornet,
• Félix Martínez Giménez,
• María José Rivera,
• Enrique Sánchez.
Bust of Don Manuel Valdivia, a gift of his friends, unveiled during the Opening Ceremony. Sculptor: Danuta Pustkowska, wife of V. Montesinos, graduate in History of Art (Université de Liège, Belgium) and graduate in Fine Arts (Universidad Politécnica de Valencia).
INTERNATIONAL FUNCTIONAL ANALYSIS MEETING
on the Occasion of the 70th Birthday of Professor M. Valdivia
Valencia, Spain, 3 - 7 July 2000

SCHEDULE

Monday, July 3

9.30  E. Effros, On the local structure of non-commutative $L_1$-spaces
      Chair: R. Payá
10.30 D. Vogt, The space of real analytic functions has no basis
      Chair: K. D. Bierstedt
11.30 Coffee break
12.00 - Opening Ceremony, including:
13.30 J. Schmets, The recent mathematical work of Manuel Valdivia
14.00 Lunch
15.30 J. D. M. Wright, Wild factors linked to generic dynamics
      Chair: D. Garling
16.30 Coffee break
17.00 - Special sessions [1]
20.30
18.00 - Poster session [I]
20.00

Tuesday, July 4

9.00  J. Lindenstrauss, Affine approximation of Lipschitz mappings
      between some classes of infinite dimensional Banach spaces
      Chair: A. Lazar
10.00 N. J. Kalton, Applications of Banach space theory to sectorial
      operators
      Chair: L. Drewnowski
11.00 Coffee break
11.30 - Special sessions [2]
13.30
14.00 Lunch
15.30 A. Defant, Almost everywhere convergence of series in
      non-commutative $L_p$-spaces
      Chair: M. Maestre
16.30 Coffee break
17.00 - Special sessions [3]
20.30
Schedule of the Meeting

Wednesday, July 5

9.00  H. G. Dales, Derivations from Banach algebras
      Chair: J. Schmets
10.00 N. Tomczak-Jaegermann, Geometry, linear structure and
      random phenomena in finite-dimensional normed spaces
      Chair: C. Finet
11.00 Coffee break
11.30 K. Seip, Analysis at the Nyquist rate
      Chair: J. Cerdà
12.30 T. W. Gamelin, Homomorphisms of uniform algebras
      Chair: K. Floret
14.00 Lunch
16.00 Excursion by bus to Xàtiva
21.00 Dinner at Xàtiva

Thursday, July 6

9.00  R. Meise, Solution operators for linear partial differential
      operators
      Chair: J. Bonet
10.00 J. H. Shapiro, The numerical range of a composition operator
      Chair: R. M. Timoney
11.00 Coffee break
11.30 - Special sessions [4]
13.30
14.00 Lunch
15.30 J. Eschmeier, Invariant subspaces for commuting contractions
      Chair: M. Langenbruch
16.30 Coffee break
17.00 - Special sessions [5]
20.30
18.00 - Poster session [II]
20.00
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Friday, July 7

9.00  A. Pelczyński, Sobolev spaces as Banach spaces  
      Chair: H. Jarchow
10.00 Coffee break
10.30 - Special sessions [6]
13.30
11.00 -
13.00 Poster session [III]
14.00 Lunch
15.30 P. Wojtaszczyk, Greedy and quasi-greedy bases in Banach spaces  
      Chair: W. Lusky
16.30 Coffee break
17.00 - G. Godefroy, The Szlenk index and its applications  
      Chair: M. Valdivia
18.30 - Excursion by bus to Hemisferic and Science Museum
19.30

Saturday, July 8

11.00 - Closing Ceremony
13.30
Professors D. García, K. Floret, M. Valdivia after the Closing Ceremony
LIST OF THE SPECIAL SESSIONS
with the Session Organizers

• **Geometry and Structure of Banach spaces**
  H. Jarchow, V. Montesinos

• **Weak topologies in Banach spaces, renormings**
  V. Zizler, B. Cascales

• **Operator algebras, operator spaces**
  E. Sánchez

• **Operator theory, spectral theory, Banach algebras**
  W. Zelazko, P. Paul

• **Chaotic behaviour of operators and universality**
  K. G. Grosse-Erdmann, A. Peris

• **Non-linear functional analysis**
  M. Poppenberg, M. J. Rivera

• **Fréchet spaces, with applications to complex analysis and (linear) partial differential operators**
  P. Domanski, C. Fernández

• **Function spaces and their duals**
  J. Cerdà, A. Galbis

• **Topological vector spaces, duality theory**
  J. Schmets, M. López Pellicer

• **Holomorphy, polynomials (in infinite dimensions)**
# List of the Special Sessions

## General Schedule of the Special Sessions

<table>
<thead>
<tr>
<th>Monday, 17 - 20.30 h</th>
<th>(number of talks in each Special Session: 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak topologies in Banach spaces, renormings</td>
<td>(talks 1 - 7)</td>
</tr>
<tr>
<td>Function spaces and their duals</td>
<td>(talks 1 - 7)</td>
</tr>
<tr>
<td>Operator algebras, operator spaces</td>
<td>(talks 1 - 7)</td>
</tr>
<tr>
<td>Topological vector spaces, duality theory</td>
<td>(talks 1 - 7)</td>
</tr>
<tr>
<td>Holomorphy, polynomials</td>
<td>(talks 1 - 7)</td>
</tr>
<tr>
<td>Poster Session I (18 - 20 h)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tuesday 11.30 - 13.30 h (number of talks in each Special Session: 4) and 17.00 - 20.20 h (7 talks)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry and structure of Banach spaces</td>
<td>(talks 1 - 11)</td>
</tr>
<tr>
<td>Operator theory, spectral theory, Banach algebras</td>
<td>(talks 1 - 11)</td>
</tr>
<tr>
<td>Function spaces and their duals</td>
<td>(talks 8 - 18)</td>
</tr>
<tr>
<td>Topological vector spaces, duality theory / Fréchet spaces and applications</td>
<td>(talk 8)</td>
</tr>
<tr>
<td>Weak topologies in Banach spaces, renormings / Topological vector spaces, duality theory</td>
<td>(talks 8 - 15, end)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thursday, 11.30 - 13.30 h (number of talks in each Special Session: 4) and 17.00 - 20.30 h (7 talks)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry and structure of Banach spaces</td>
<td>(talks 12 - 22)</td>
</tr>
<tr>
<td>Operator theory, spectral theory, Banach algebras</td>
<td>(talks 12 - 22)</td>
</tr>
<tr>
<td>Function spaces and their duals / Topological vector spaces, duality theory</td>
<td>(talks 19 - 28, end)</td>
</tr>
<tr>
<td>Holomorphy, polynomials</td>
<td>(talks 8 - 18)</td>
</tr>
<tr>
<td>Chaotic behaviour of operators and universality</td>
<td>(talks 1 - 9, end)</td>
</tr>
<tr>
<td>Poster Session II (18 - 20 h)</td>
<td></td>
</tr>
</tbody>
</table>
### List of the Special Sessions

<table>
<thead>
<tr>
<th>Friday, 10.30 - 13.30 h (number of talks in each Special Session: 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry and structure of Banach spaces</td>
</tr>
<tr>
<td>Topological vector spaces, duality theory</td>
</tr>
<tr>
<td>Operator algebras, operator spaces</td>
</tr>
<tr>
<td>Operator theory, spectral theory, Banach algebras / Holomorphy, polynomials</td>
</tr>
<tr>
<td>(talks 19 - 23, end)</td>
</tr>
<tr>
<td>Non-linear functional analysis / Operator theory, spectral theory, Banach algebras</td>
</tr>
<tr>
<td>(talk 28, end)</td>
</tr>
<tr>
<td>Operator theory, spectral theory, Banach algebras</td>
</tr>
</tbody>
</table>

Poster Session III (11 - 13 h)
Participants of the meeting during the excursion to the City of Arts and Sciences on Friday afternoon
# Schedule of the Special Session

**GEOMETRY AND STRUCTURE OF BANACH SPACES**

<table>
<thead>
<tr>
<th>Tuesday, July 4</th>
<th>Chair: C. Finet</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>C. Michels, <em>Summing inclusion maps between symmetric sequence spaces</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>K. Bolibok, <em>Minimal displacement and retraction problems</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>G. Arango, <em>Factorization of $(\infty, \sigma)$-integral operators</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>F. Oertel, <em>Extension of finite rank operators and local structures in operator ideals</em></td>
</tr>
</tbody>
</table>

**Chair: D. Werner**

| 17.00 h - 17.25 h | N. Randrianantoanina, *Operators on $C^*$-algebras* |
| 17.30 h - 17.55 h | J. Castillo, *Twisted sums of $C(K)$-spaces* |
| 18.00 h - 18.25 h | Y. Moreno, *König-Wittstock norms and twisted sums of quasi-Banach spaces* |
| 18.30 h - 18.55 h | F. Albiac, *Some geometric properties of quasi-Banach spaces* |
| 19.00 h - 19.25 h | A. Pelczar, *Remarks on Gowers' dichotomy* |
| 19.30 h - 19.55 h | J. Amigó, *On copies of $c_0$ in the bounded linear operator space* |
| 20.00 h - 20.25 h | J. López-Abad, *A new Ramsey property for Banach spaces* |

<table>
<thead>
<tr>
<th>Thursday, July 6</th>
<th>Chair: M. Gonzales</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>L. Drewnowski, <em>Continuity of monotone functions with values in Banach lattices</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>W. Wnuk, <em>Locally solid Riesz spaces with certain Lebesgue topologies</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>I. Plyrakis, <em>Minimal lattice-subspaces</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>A. Martínez-Abejón, <em>On the local dual spaces of a Banach space</em></td>
</tr>
</tbody>
</table>

**Chair: H. Jarchow**

| 17.00 h - 17.25 h | B. Randrianantoanina, *A note on the Banach-Mazur problem* |
| 17.30 h - 17.55 h | A. Ulger, *The Phillips properties* |
| 18.00 h - 18.25 h | H.-O. Tylli, *Non-self duality of the weak essential norm* |
Schedules of the Special Sessions

**Thursday, July 6**  
Chair: V. Zizler

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.30 h - 18.55 h</td>
<td>D. Yost</td>
<td><em>Projections on big Banach spaces</em></td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>D. Werner</td>
<td><em>Narrow operators and the Daugavet property</em></td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>M. Petrakis</td>
<td><em>Discrepancy norms</em></td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>A. Naor</td>
<td><em>Isomorphic embedding of $l_p^m$ into $l_q^n$</em></td>
</tr>
</tbody>
</table>

**Friday, July 7**  
Chair: H.-O. Tylli

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.30 h - 10.55 h</td>
<td>C. Finet</td>
<td><em>Vector-valued perturbed minimization principles</em></td>
</tr>
<tr>
<td>11.00 h - 11.25 h</td>
<td>W. Lusky</td>
<td><em>On the isomorphic classification of weighted spaces of holomorphic functions</em></td>
</tr>
<tr>
<td>11.30 h - 11.55 h</td>
<td>Y. Raynaud</td>
<td><em>Ultrapowers of non commutative $L_p$ spaces</em></td>
</tr>
</tbody>
</table>

**Schedule of the Special Session**  
**WEAK TOPOLOGIES IN BANACH SPACES; RENORMINGS**

**Monday, July 3**  
Chair: S. Troyanski

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>M. D. Acosta</td>
<td><em>Reflexivity and norm attaining functionals</em></td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>B. Cascales</td>
<td><em>Measurable selectors for the metric projection</em></td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>V. Montesinos</td>
<td><em>Lower semicontinuous smooth norms</em></td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>M. Raja</td>
<td><em>Descriptive compact spaces and W</em>LUR renorming*</td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>O. Kalenda</td>
<td><em>Valdivia compact spaces, renormings and Asplund spaces</em></td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>D. J. Ives</td>
<td><em>C(K) spaces that could be Gateaux differentiability spaces and which are not weak Asplund</em></td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>E. Nieto</td>
<td><em>On M-structure and the asymptotic-norming property</em></td>
</tr>
</tbody>
</table>
## Schedules of the Special Sessions

**Tuesday, July 4**  
**Chair: V. Montesinos**

<table>
<thead>
<tr>
<th>Time</th>
<th>Presenter</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>E. Matouskova</td>
<td>Translating finite sets into convex sets</td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>J. Orihuela</td>
<td>Renormings and coverings in Banach spaces</td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>S. Troyanski</td>
<td>A class of maps for the non separable Banach space renorming theory</td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>A. Moltó</td>
<td>A non linear transfer technique for LUR renorming</td>
</tr>
</tbody>
</table>

**Chair: M.D. Acosta**

<table>
<thead>
<tr>
<th>Time</th>
<th>Presenter</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>N. Ribarska</td>
<td>A stability property of LUR renorming</td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>S. Falcon</td>
<td>On non-compact convexity in the James space</td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>A. Kryczka</td>
<td>Measure of weak noncompactness under complex interpolation</td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>A. Wisnicki</td>
<td>On connections between the fixed point property and the ( (S_m) ) property</td>
</tr>
</tbody>
</table>

---

## Schedule of the Special Session

**OPERATOR ALGEBRAS, OPERATOR SPACES**

**Monday, July 3**  
**Chair: E.A. Sánchez-Pérez**

<table>
<thead>
<tr>
<th>Time</th>
<th>Presenter</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>A. M. Peralta</td>
<td>Grothendieck's inequalities for real and complex JBW(^*)-triples</td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>A. Y. Helemskii</td>
<td>Wedderburn-type theorems for operator algebras and moduls: the traditional and 'quantized' homological approaches</td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>V. M. Manuilov</td>
<td>Asymptotically split extensions of C(^*)-algebras and E-theory</td>
</tr>
</tbody>
</table>

**Chair: A.Y. Helemskii**

<table>
<thead>
<tr>
<th>Time</th>
<th>Presenter</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.30 h - 18.55 h</td>
<td>A. Morales</td>
<td>Prime non-commutative algebras</td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>A. Rakhimov</td>
<td>Actions of compact abelian groups on a real semifinite factor</td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>R. M. Timoney</td>
<td>An internal characterization of complete positivity for elementary operators</td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>M. I. Berenguer</td>
<td>Lie derivations and Lie isomorphisms on Banach algebras</td>
</tr>
</tbody>
</table>
### Schedules of the Special Sessions

<table>
<thead>
<tr>
<th>Friday, July 7</th>
<th>Chair: E.A. Sánchez-Pérez</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.30 h - 10.55 h</td>
<td>B. Jefferies, <em>Spectral theory of noncommutative systems of operators</em></td>
</tr>
<tr>
<td>11.00 h - 11.25 h</td>
<td>A. Rodríguez Palacios, <em>A holomorphic characterization of C</em>-algebras*</td>
</tr>
<tr>
<td>11.30 h - 11.55 h</td>
<td>S. Ayupov, <em>Non commutative Arens algebras</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>F. F. Nassopoulos, <em>Involutive and C</em>-complexifications: Commutative real and complex involutive complete algebras in effective perspective*</td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>W. Werner, <em>Heat kernel expansion and functional calculus</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>B. V. Loginov, <em>Canonical Jordan sets and Andronov-Hopf bifurcation</em></td>
</tr>
</tbody>
</table>

### Schedule of the Special Session

**OPERATOR THEORY, SPECTRAL THEORY, BANACH ALGEBRAS**

<table>
<thead>
<tr>
<th>Tuesday, July 4</th>
<th>Chair: J.C. Díaz</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>M. V. Velasco, <em>The second transpose of a derivation</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>M. Mathieu, <em>The norm problem for elementary operators</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>J. Kim, <em>Spectral interpolation and amenability of symmetric discrete groups</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>A. Villena, <em>Uniqueness of the norm topology on commutative Banach algebras</em></td>
</tr>
</tbody>
</table>

**Chair: W. Ricker**

| 17.00 h - 17.25 h | M. S. Agranovich, *Spectral properties of potential type integral operators on smooth and Lipschitz surfaces* |
| 17.30 h - 17.55 h | I. Domanov, *Invariant and hyperinvariant subspaces of some Volterra operators in Sobolev spaces and related operator algebras* |
| 18.00 h - 18.25 h | I. Karabash, *J-selfadjoint ordinary differential operators similar to selfadjoint operators* |

**Chair: W. Lusky**

| 18.30 h - 18.55 h | N. Ivanovski, *Operator valued weighted sequence spaces* |
| 19.00 h - 19.25 h | L. Volevich, *Resolvent of a mixed order system on a manifold with boundary* |
| 19.30 h - 19.55 h | V. Adamyan, *Averaged evolution on a Markov background* |
| 20.00 h - 20.25 h | J. Wosko, *Constrictive Markov operators* |
### Thursday, July 6

<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>E. Briem, <em>Operating functions and subspaces of $C_0(X)$</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>V. Kisil, <em>Spectral theory of operators and group representations</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>Z. Cuckovic, <em>Products of Toeplitz operators on the Bergman space</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>P. J. Paúl, <em>Properties of the generalized Toeplitz operators</em></td>
</tr>
</tbody>
</table>

**Chair: T. Tonev**

<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>G. H. Esslamzadeh, <em>Ideal structure and representation of $L_1$-Munn algebras and semigroup algebras</em></td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>M. Filali, <em>On some ideal structure of the second conjugate of a group algebra with an Arens product</em></td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>A. J. Calderón-Martin, <em>Functional analysis in Lie theory</em></td>
</tr>
</tbody>
</table>

**Chair: B. Gramsch**

<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.30 h - 18.55 h</td>
<td>J. Flores, <em>Domination by strictly-singular and disjointly strictly-singular operators</em></td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>E. Semenov, <em>Disjoint strict singularity and inclusions of rearrangement invariant spaces</em></td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>V. Gorbachuk, <em>Operator approach to direct and inverse theorems in the approximation theory of functions</em></td>
</tr>
</tbody>
</table>

**Chair: H.G. Dales**

### Friday, July 7

<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.00 h - 13.25 h</td>
<td>M. B. Ghaemi <em>AC-operators and well-bounded operators with dual of scalar-type</em></td>
</tr>
</tbody>
</table>
## Schedule of the Special Session

**CHAOTIC BEHAVIOUR OF OPERATORS AND UNIVERSALITY**

<table>
<thead>
<tr>
<th>Thursday, July 6</th>
<th>Chair: J.H. Shapiro</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>J. Bes, <em>Approximation by chaotic operators on a Hilbert space</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>H. Emamirad, <em>Linear chaos and approximation</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>F. Martínez-Giménez, <em>On the existence of chaotic operators on Banach spaces</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>A. Peris, <em>Hypercyclic and chaotic polynomials on Banach spaces</em></td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>Chair: K. Chan</td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>L. Bernal-González, <em>Several kinds of strongly omnipresent operators</em></td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>M. C. Calderón-Moreno, <em>Wild behavior via plane sets: dense-image operators</em></td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>A. Montes-Rodríguez, <em>Recent development in supercyclic operators</em></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Friday, July 7</th>
<th>Chair: M. Poppenberg</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.30 h - 10.55 h</td>
<td>A. Cañada, <em>Nonlinear periodic perturbations of linear boundary value problems at resonance</em></td>
</tr>
<tr>
<td>11.00 h - 11.25 h</td>
<td>G. Grillo, <em>On the time decay of solutions to classes of quasilinear evolution equations</em></td>
</tr>
<tr>
<td>11.30 h - 11.55 h</td>
<td>Chair: M.J. Rivera</td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>M. Poppenberg, <em>Nash-Moser methods for nonlinear boundary value problems</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>I. M. Tkachenko, <em>Matrix orthogonal polynomials and the truncated moment problem</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>V. A. Trenogin, <em>Adjoint operators to nonlinear operators</em></td>
</tr>
</tbody>
</table>
Schedule of the Special Sessions

FRÉCHET SPACES,
WITH APPLICATIONS TO COMPLEX ANALYSIS
AND (LINEAR) PARTIAL DIFFERENTIAL OPERATORS

<table>
<thead>
<tr>
<th>Tuesday, July 4</th>
<th>Chair: R. Braun</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>W. Zelazko, <em>When does a topological algebra have all ideals closed?</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>B. Gramsch, <em>Fréchet operator algebras with spectral invariance</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>B. Schreiber, <em>Stochastic continuity algebras</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>A. Pirkovskii, <em>Relation between Hochschild homology and cohomology of locally convex algebras, and applications to computing injective homological dimensions</em></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chair: B. Gramsch</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.30 h - 17.55 h</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chair: J.C. Díaz</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.00 h - 18.25 h</td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
</tr>
</tbody>
</table>

Schedule of the Special Session

FUNCTION SPACES AND THEIR DUALS

<table>
<thead>
<tr>
<th>Monday, July 3</th>
<th>Chair: A. Galbis</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>I. Cioranescu, <em>On the equivalence of the ultradistribution theories</em></td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>C. Fernández-Rosell, <em>Regularity of solutions of convolution equations</em></td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>J. Bastero, <em>Commutators for the Hardy-Littlewood maximal function</em></td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>M. Nawrocki, <em>On the Smirnov class defined by the maximal function</em></td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>M. Lindström, <em>Factorization of weakly compact homomorphisms on (URM) algebras</em></td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>O. Nygaard, <em>Slices in the unit ball of a uniform algebra</em></td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>T. Tonev, <em>Inductive limits of classical uniform algebras</em></td>
</tr>
<tr>
<td>Tuesday, July 4</td>
<td>Chair: O. Blasco</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------</td>
</tr>
<tr>
<td>11.30 h - 11.55 h</td>
<td>P. Domański, <em>Composition operators on spaces of real analytic functions</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>A. Siskakis, <em>The Hilbert matrix and composition operators</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>D. Vukotic, <em>Bergman space operators and the Berezin transform. Old and new</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>N. Zorboska, <em>Berezin Transform and compactness of operators</em></td>
</tr>
<tr>
<td>17.00 h - 17.25 h</td>
<td>G. Dolinar, <em>Stability of disjointness preserving mappings</em></td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>J. A. Jaramillo, <em>Lattices of uniformly continuous functions and Banach-Stone theorems</em></td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>I. Novikov, <em>Compactly supported wavelet bases in function spaces</em></td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>F. Bastin, <em>Riesz bases of spline wavelets in periodic Sobolev spaces</em></td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>J. Taskinen, <em>On the continuity of Bergman and Szegö projections</em></td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>K. Bogalska, <em>Multiplication operators on weighted Banach spaces which are an isomorphism into</em></td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>S. Holtmanns, <em>Biduals of weighted spaces of holomorphic or harmonic functions</em></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thursday, July 6</th>
<th>Chair: F. Bastin</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.30 h - 11.55 h</td>
<td>J. M. Ahn, <em>L_p Fourier-Feynman transform and the first variation on the Fresnel class</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>K. S. Chang, <em>Feynman's operational calculus for an operator-valued function space integral</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>K. Sik Ryu, <em>On a measure in Wiener space induced by the sum of measures associated with arbitrary numbers and applications</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>I. Yoo, <em>Convolution and Fourier-Feynman transforms</em></td>
</tr>
</tbody>
</table>
### Schedules of the Special Sessions

**Thursday, July 6**

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker(s)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>J. M. Almira, B. Rodríguez Salinas, F. J. Freniche, A. Michalak</td>
<td>Bernstein theorems in an abstract setting, On the Radon-Nikodym theorem, Poisson integrals of Pettis integrable functions, On the Fubini theorem for the Pettis integral for bounded functions</td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>M. J. Rivera</td>
<td>The de la Vallée Poussin theorem for vector valued measure spaces</td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>E. A. Sánchez-Pérez</td>
<td>Spaces of integrable functions with respect to a vector measure $G$: several properties related to the range of $G$</td>
</tr>
</tbody>
</table>

**Chair: J.A. Jaramillo**

#### Schedule of the Special Session

**TOPOLOGICAL VECTOR SPACES, DUALITY THEORY**

**Monday, July 3**

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker(s)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>S. Saxon, M.V. Gregori</td>
<td>Fréchet-Urysohn topological vector spaces, On fuzzy metric spaces</td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>J. Kakol, L. Oubbi, M.A. Sofi</td>
<td>Strongly Hewitt spaces and applications to spaces $C(K)$, P- and Q-properties in weakly topologized algebras, Factoring operators and embedding into product spaces</td>
</tr>
</tbody>
</table>

**Chair: C. Stuart**

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker(s)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.00 h - 18.25 h</td>
<td>W. Ricker</td>
<td>Locally convex spaces and Boolean algebras of projections</td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>L. Oubbi</td>
<td>The generalized Minkowski functional</td>
</tr>
</tbody>
</table>

**Chair: L.M. Sánchez-Ruiz**

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker(s)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.00 h - 19.25 h</td>
<td>B. Gramsch</td>
<td>A splitting theorem for subspaces and quotients of $\mathcal{D}'$</td>
</tr>
</tbody>
</table>

**Chair: I. Tweddle**

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker(s)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.30 h - 19.55 h</td>
<td>E. Martin Peinador</td>
<td>On locally quasi-convex groups</td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>S. Hernández</td>
<td>Pontryagin duality for spaces of continuous functions</td>
</tr>
</tbody>
</table>

**Tuesday, July 4**

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker(s)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.00 h - 19.25 h</td>
<td>K. G. Grosse-Erdmann</td>
<td>On weak criteria for vector-valued holomorphy</td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>E. Martín Peinador</td>
<td>On locally quasi-convex groups</td>
</tr>
</tbody>
</table>

**Chair: B. Gramsch**

<table>
<thead>
<tr>
<th>Time</th>
<th>Speaker(s)</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.00 h - 20.25 h</td>
<td>S. Hernández</td>
<td>Pontryagin duality for spaces of continuous functions</td>
</tr>
</tbody>
</table>
### Schedules of the Special Sessions

<table>
<thead>
<tr>
<th><strong>Thursday, July 6</strong></th>
<th><strong>M. Mauer, Domains of analytic existence in real locally convex spaces</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>20.00 h - 20.25 h</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Friday, July 7</strong></th>
<th><strong>Chair: S. Saxon</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>10.30 h - 10.55 h</td>
<td>I. Tweddle, <em>Barrelled countable enlargements for ultrabornological spaces</em></td>
</tr>
<tr>
<td>11.00 h - 11.25 h</td>
<td>L. M. Sánchez Ruiz, <em>Cardinals and metrizable barrelled spaces</em></td>
</tr>
<tr>
<td><strong>Chair: I. Tweddle</strong></td>
<td></td>
</tr>
<tr>
<td>11.30 h - 11.55 h</td>
<td>C. Stuart, <em>Some gliding hump conditions for barrelledness</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>M. López Pellicer, <em>Strong barrelledness</em></td>
</tr>
<tr>
<td><strong>Chair: J. Kakol</strong></td>
<td></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>J. Gómez-Pérez, <em>The m-topology on algebras between $C^</em>(X)$ and $C(X)$*</td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>J. Rodríguez-López, <em>On the relation between uniform convergence and some hypertopologies on semicontinuous function spaces</em></td>
</tr>
</tbody>
</table>

### Schedule of the Special Session

**HOLOMORPHY, POLYNOMIALS (IN INFINITE DIMENSIONS)**

<table>
<thead>
<tr>
<th><strong>Monday, July 3</strong></th>
<th><strong>Chair: A. Defant</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>17.00 h - 17.25 h</td>
<td>K. Floret, <em>Minimal ideals of n-homogeneous polynomials</em></td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>C. Boyd, <em>Products of polynomials and the geometry of Banach spaces</em></td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>L. A. de Moraes, <em>Boundaries for algebras of holomorphic functions</em></td>
</tr>
<tr>
<td><strong>Chair: R. Alencar</strong></td>
<td></td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>G. A. Muñoz, <em>Bernstein-Markov type inequalities in real Banach spaces</em></td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>Y. S. Choi, <em>Geometric properties of $\delta^n_k$ in the space $P(\pi^n C(K))$</em></td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>F. Cabello-Sánchez, <em>Complemented subspaces of spaces of multilinear forms and tensor products</em></td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>M. L. Lourenço, <em>A class of polynomials</em></td>
</tr>
<tr>
<td>Time</td>
<td>Session Details</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Thursday, July 6</td>
<td>Chair: L.A. de Moraes</td>
</tr>
<tr>
<td>11.30 h - 11.55 h</td>
<td>J. M. Ansemil, <em>On (BB)ₙ properties on Fréchet spaces</em></td>
</tr>
<tr>
<td>12.00 h - 12.25 h</td>
<td>M. Venkova, <em>On reflexive spaces</em></td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>Chair: F. Bombal</td>
</tr>
<tr>
<td>12.30 h - 12.55 h</td>
<td>G. S. Kim, <em>Exposed points of the unit balls of the spaces P(2l_p^2) (p = 1, 2, ..., ∞)</em></td>
</tr>
<tr>
<td>13.00 h - 13.25 h</td>
<td>B. Grecu, <em>Geometry of 2-homogeneous polynomials on Hilbert spaces</em></td>
</tr>
<tr>
<td>17.00 h - 17.25 h</td>
<td>Chair: R. Ryan</td>
</tr>
<tr>
<td>17.00 h - 17.25 h</td>
<td>A. Gretsky, <em>On differentiability of mappings: A modern treatment of classical theorems and criteria of holomorphy</em></td>
</tr>
<tr>
<td>17.30 h - 17.55 h</td>
<td>A. Zagorodnyuk, <em>Some results concerning spaces of analytic functions</em></td>
</tr>
<tr>
<td>18.00 h - 18.25 h</td>
<td>Y. Sarantopoulos, <em>Some interesting polynomial inequalities on Hilbert spaces</em></td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>Chair: Y.S. Choi</td>
</tr>
<tr>
<td>18.30 h - 18.55 h</td>
<td>R. Gonzalo, <em>Block diagonal polynomials</em></td>
</tr>
<tr>
<td>19.00 h - 19.25 h</td>
<td>F. Arranz, <em>Three-space problems for polynomial properties in Banach spaces</em></td>
</tr>
<tr>
<td>19.30 h - 19.55 h</td>
<td>R. García, <em>The bidual of a tensor product of Banach spaces</em></td>
</tr>
<tr>
<td>20.00 h - 20.25 h</td>
<td>C. S. Fernandez, <em>Counterexample to the Bartle-Graves selection theorem for multilinear maps</em></td>
</tr>
<tr>
<td>Friday, July 7</td>
<td>Chair: Y. Sarantopoulos</td>
</tr>
<tr>
<td>10.30 h - 10.55 h</td>
<td>M. Mackey, <em>The Lindelöf-Cirka theorem on bounded symmetric domains</em></td>
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The Mathematical Works of Manuel VALDIVIA, II

Jean SCHMETS

Institut de Mathématique, Université de Liège, Sart Tilman Bât. B 37, B-4000 Liège 1, Belgium; e-mail: j.schmets@ulg.ac.be

1. Introduction

At the International Functional Analysis Meeting on the Occasion of the 60th Birthday of Professor M. Valdivia, which took place at Peñíscola on October 22–27, 1990, John Horváth has had the great honour and pleasure to present the mathematical works of Manuel Valdivia.

Since then this presentation has appeared as [Ho] at the beginning of the Proceedings of the Meeting [FA], a volume of the well-known North-Holland Mathematics Studies series. It certainly was quite a tour de force to write down a remarkable presentation of 114 publications in some 44 pages, i.e. the scientific production of Manuel Valdivia from his first paper back in 1963 up to early 1989. If you give a look at these Proceedings, you will remark that on page 55, the editors have added a list of 13 more articles which appeared or were to appear in the short period in between 1989 and 1992. The last sentence of John Horváth’s presentation was indeed prophetic. It was saying “I wish” Manuel Valdivia “many more years of happy and fruitful research activity”. This certainly has been the case since by now on top of those 114 publications, some 42 new ones are born and ... more are coming.

In these notes I try to assume the responsibility to present these new mathematical works of Manuel Valdivia.

While preparing this address I really measured the quality and the amount of research done by Manuel Valdivia.

2. Foreword

Let me take some caution; about the same as the one John Horváth took.

It would make no sense to try to present each new result of each new paper of M. Valdivia one by one; this would require an enormous amount of space and of time. I have had to make a severe selection. This leaves away numerous deep theorems but there was no way around. What is worse is that even so there is no place either for describing any proof although it is there that you find what John Horváth called the “stupendous ingenuity” of Manuel. I will just advise the following: go to the papers, read them and work on them, then you will realize what “stupendous ingenuity” really means.
Another caution deals with the language: in places, it will get a bit loose. For instance, the word "space" may often be used instead of "Hausdorff topological space". Another possibility is that I may omit from time to time some obvious hypotheses in order to make the presentation friendlier. In case of a doubt, please go to the paper and check.

The list of the "Publications of Manuel Valdivia" at the end of this presentation starts with the item [115]; the 114 first ones refer of course to the corresponding list of [Ho].

Now we are ready to start the survey of the mathematical works of Manuel Valdivia during the period starting in 1989 and going to early 2000, developed by themes.

3. Banach spaces

In the late 80’s and early 90’s, a large part of the research of M. Valdivia deals with the theory of Banach spaces. It mainly concerns the existence of projective resolutions of the identity, specialized notions of compactness, Markushevich bases, basic sequences, rotundness, ...

Unless specifically otherwise stated, $X$ denotes a Banach space, $X^*$ its topological dual and $B(X^*)$ the closed unit ball of $X^*$ endowed with the weak* topology $\sigma(X^*, X)$.

3.1. Projective resolution of the identity

For a set $A$, let $|A|$ denote the cardinal number of $A$ and, for a Banach space $X$, let then $\text{dens}(X)$ be the smallest cardinal number $\lambda$ for which there is a dense subset $D$ of $X$ verifying $|D| = \lambda$. Moreover $\omega_0$ is the first infinite ordinal and $\omega_1$ the first uncountable ordinal.

A projective resolution of the identity — for short, a PRI — in $X$ is a well ordered family $\{P_\alpha : \omega_0 \leq \alpha \leq \mu\}$ of continuous linear projections in $X$, where $\mu$ is the first ordinal such that $|\mu| = \text{dens}(X)$, satisfying the following conditions:

1. $\|P_\alpha\| = 1$,
2. $\text{dens}(P_\alpha(X)) \leq |\alpha|$, 
3. $P_\alpha P_\beta = P_\beta P_\alpha = P_\beta$ if $\omega_0 \leq \beta \leq \alpha \leq \mu$,
4. $P_\alpha = I_X$,
5. for every limit ordinal $\alpha$ such that $\omega_0 \leq \alpha \leq \mu$, $\bigcup_{\omega_0 \leq \beta < \alpha} P_\beta(X)$ is dense in $P_\alpha(X)$.

D. Amir and J. Lindenstrauss have shown [AL] that the construction of a PRI is an important tool in the theory of Banach spaces. However getting a PRI mostly is quite a difficult task. To partially overcome this difficulty, S. Gul’ko introduced [Gu] the notion of conjugate pairs of topological spaces. But there are many Banach spaces with a PRI that fail to have such a conjugate pair.

In [115], J. Orihuela and M. Valdivia overcome this problem. In fact they adapt a method developed earlier by M. Valdivia in ([108], [113], [114] and [117]) to construct projections. This leads them to the introduction of a more flexible notion to obtain a PRI in Banach spaces, the notion of projective generator. This is a set-valued function $\varphi$ defined on a norming subset of $X^*$ such that $\varphi(f)$ is a countable subset of $X$ for every element $f$ of the domain of $\varphi$, verifying some additional technical conditions. The key lies in the notion of norming pairs, a particular kind of the preconjugate pairs of Gul’ko [Gu], that leads naturally to norm one projections hence to projective generators. Then inspired by an idea of M. Fabian and G. Godefroy [FG], they prove that a Banach space is an Asplund space (i.e. the dual of every separable subspace of $X$ is separable.
or equivalently $X^*$ has the Radon-Nikodym property) if and only if $X^*$ has a projective generator. Next they get the following basic and deep property: a Banach space with a projective generator has a particular PRI and derive therefrom the following known results as direct corollaries: every weakly countably determined Banach space has a PRI [Va] and every dual Banach space with the Radon-Nikodym property has a PRI [FG].

Given a compact subset $K$ of $[0,1]^I$, let $K(I)$ denote the set of the elements $x$ of $K$ such that $\{i \in I : x_i \neq 0\}$ is countable. Then let $A$ be the family of the now so-called Valdivia compact spaces, i.e. of the topological spaces homeomorphic to a compact subset $K$ of some $[0,1]^I$ such that $K(I)$ is dense in $K$. This family $A$ contains all the Corson compact spaces since H. H. Corson proved [Co] that a topological space is Corson compact if and only if it is homeomorphic to a compact subspace of $\mathbb{R}^I$ the elements of which have countably many non zero components. In [117] M. Valdivia proves the existence of a particular PRI in $C(K)$ for every $K \in A$. His main result is as follows. Let $K$ be an infinite element of $A$ and let $\mu$ be the first ordinal number such that $|\mu| = \text{dens}(K)$. Then there is a family $\{K_\alpha : \omega_0 \leq \alpha \leq \mu\}$ of compact subsets of $K$ belonging to $A$ and, for every $\alpha \in [\omega_0, \mu]$, a continuous linear extension map $T_\alpha$ from $C(K_\alpha)$ into $C(K)$ such that $\{T_\alpha(-|K_\alpha) : \omega_0 \leq \alpha \leq \mu\}$ is a PRI in $C(K)$. As a consequence, for every continuous image $K$ of an element of $A$, the space $C(K)$ has an equivalent locally uniformly rotund norm (this notion is defined in 3.5).

R. Deville, G. Godefroy and V. Zizler asked in [DGZ], whether this class $A$ is stable under continuous maps. In [147], M. Valdivia provides a negative answer to this question: indeed he produces a compact space $K \notin A$ which is a continuous image of $[0,\omega_1]$ and such that $C(K)$ is isometric to a hyperplane of $C([0,\omega_1])$ and isomorphic to $C([0,\omega_1])$.

3.2. Compact spaces

Over the years the notion of compactness has been refined a lot. For instance a topological space is Eberlein (resp. Radon-Nikodym; Gul'ko; Talagrand) compact iff it is homeomorphic to a weakly compact subset of a Banach space (resp. to a weak* compact subset of the dual of an Asplund space; to a weak* compact subset of the dual of a weakly compactly generated space; to a weak* compact subset of the dual of a weakly $K$-analytic Banach space). These notions have been quite deeply investigated. In [DFJP], W. J. Davis, T. Figiel, W. B. Johnson and A. Pełczyński have proved that every Eberlein compact space is Radon-Nikodym compact. Results of S. Gul'ko [Gu] and M. Talagrand [Ta] assert that the following implications hold. In [Na], I. Namioka dealt with the Radon-Nikodym compact spaces and proved that this notion is equivalent to the fragmentation by a lower semi-continuous metric, hence implies the fragmentation by a metric. So two lines of implications were at hand and he asked three questions about their links.

The first answer is due to E. A. Reznichenko [Ke] who provided a Talagrand compact space which is not Radon-Nikodym compact.

J. Orihuela, W. Schachermayer and M. Valdivia give a full answer in [120] to these three questions. They first establish that Talagrand's initial example [Ta] of a Talagrand compact space failing to be Eberlein compact already is not Radon-Nikodym compact.

Eberlein $\Rightarrow$ Talagrand $\Rightarrow$ Gul'ko $\Rightarrow$ Corson
They also prove what is announced in the title: every Radon-Nikodym and Corson compact space is Eberlein compact. The paper also contains a Banach space version of this result, i.e. a Banach space $X$ is weakly compactly generated if (and only if) its dual unit ball is Corson compact and if there is a continuous linear map $T: Y \to X$ with dense range, where $Y$ is an Asplund space. The proof deeply relies on the existence of a PRI.

### 3.3. Markushevich bases

A biorthogonal system $(x_i, u_i)_{i \in I}$ in a Banach space $X$ is complete if the set $\{x_i: i \in I\}$ is total in $X$, total if the set $\{u_i: i \in I\}$ is total in $X^*$ and a Markushevich basis if it is complete and total. A Markushevich basis is associated to the PRI $\{P_\alpha: \omega_0 \leq \alpha \leq \mu\}$ if there is a partition $\{I_\alpha\} \cup \{I_{\alpha+1}: \omega_0 \leq \alpha < \mu\}$ of the index set $I$ such that $(x_i, u_i|_{P_\omega(X)})_{i \in I}$ is a Markushevich basis in $P_\omega(X)$ and, for every $\omega_0 \leq \alpha < \mu$, $(x_i, u_i|_{(P_{\alpha+1}-P_\alpha)(X)})_{i \in I}$ a Markushevich basis in $(P_{\alpha+1}-P_\alpha)(X)$.

In [121], M. Valdivia constructs a PRI and a Markushevich basis in certain Banach spaces. More explicitly, let $X$ be a Banach space and $M$ be a total subset of $X$ such that the intersection of

$$S(M) := \{u \in X^*: \{x \in X: <x, u> \neq 0\} \text{ is countable}\}$$

with $B(X^*)$ is dense in $B(X^*_\sigma)$. Then if $\mu$ is the first ordinal number such that $|\mu| = \text{dens}(X)$, there is a PRI $\{P_\alpha: \omega_0 \leq \alpha \leq \mu\}$ in $X$ and a partition $\{M_\alpha\} \cup \{M_{\alpha+1}: \omega_0 \leq \alpha < \mu\}$ of $M$ such that

$$M_\alpha \subset P_\alpha X \text{ and } M_{\alpha+1} \subset (P_{\alpha+1}-P_\alpha)(X), \quad \forall \alpha \in [\omega_0, \mu].$$

This extends a result of A. N. Plichko [PL]. There also is a Markushevich basis $(x_i, u_i)_{i \in I}$ associated to a PRI $\{P_\alpha: \omega_0 \leq \alpha \leq \mu\}$ such that the linear hulls of $M$ and of $\{x_i: i \in I\}$ coincide and such that $S(M) = S(\{x_i: i \in I\})$.

In [125], M. Valdivia refines the construction set up in [117]. This leads him to results on the existence of a PRI in $C(K)$ spaces that induce resolutions of the identity simultaneously on countably many subspaces. He also gets the existence of a Markushevich basis associated with a PRI on a subspace of $C(K)$. As corollaries, he obtains the following consequences. Let $X$ be a Banach space such that $B(X^*)$ is Corson compact. Then every closed subspace $L$ of $X$ has a quasicomplement in $X$ (i.e. there is a closed subspace $M$ of $X$ such that $L \cap M = 0$ and $L + M$ is dense in $X$) and $X$ itself has a quasicomplement in $C(B(X^*_\sigma))$.

M. Valdivia derives consequences of the existence of a Markushevich basis in [137]. One of the statements deals with a Banach space $X$ such that $B(X^*_\sigma)$ is of weak*-countable tightness, i.e. every element $u$ of the weak*-closure of a subset of $B(X^*_\sigma)$ belongs to the weak*-closure of a countable subset of $B(X^*_\sigma)$. In such a case, if $X^*$ has a Markushevich basis $(u_i, z_i)_{i \in I}$ such that the closed linear hull of $\{z_i: i \in I\}$ contains $X$, then $X$ is weakly compactly generated. This leads to an example of a scattered compact space $K$ and of an equivalent norm $| \cdot |$ on $C(K)$ such that $(C(K), | \cdot |)^*$ has no 1-norming Markushevich basis. Another result concerns Banach spaces $X$ such that $X^*$ is non separable and weakly countably determined. It states the existence of $\delta \in [0, 1]$ and of a Banach space $Y$ such that $Y^*$ is isomorphic to $X^* \oplus \ell_1$ and has no $\alpha$-norming Markushevich basis for $\delta \leq \alpha \leq 1$. 


In [130], M. Valdivia uses and refines methods developed in [114], with the idea of obtaining total biorthogonal systems. The main result asserts the following. Let $Y$ be an infinite dimensional closed subspace of a Banach space $X$ such that $\text{dens}(Y) \geq \text{dens}(X^*)$. If $B(Y^*)$ is Corson compact, then there is a total biorthogonal system $(x_i, u_i)_{i \in I}$ in $X$ such that $\{x_i : i \in I\}$ is total in $Y$.

In [141], M. Valdivia firstly considers Asplund spaces $X$ and gets as a corollary that $X$ admits a total biorthogonal system $(x_i, u_i)_{i \in I}$ such that the closed linear hull of $\{x_i : i \in I\}$ is weakly compactly generated. He next investigates the weakly countably convex determined spaces defined in [113] and obtains the following statement, by use of a method similar to the one developed in [130]. Let $Y$ be a normed subspace of a Banach space $X$ such that $\text{dens}(Y) \geq \text{dens}(X^*)$. If $Y$ is weakly countably convex determined, then there is a total biorthogonal system $(x_i, u_i)_{i \in I}$ in $X$ such that the linear hull of $\{x_i : i \in I\}$ is a dense subspace of $Y$.

### 3.4. Basic sequences

In [126], M. Valdivia deals with basic sequences in Banach spaces and essentially establishes the following results. If $X$ is a Banach space with a shrinking basis and a separable bidual, then for every closed subspace $Z$ of $X^{**}$ containing $X$, there is a shrinking basis $(x_n)_{n \in \mathbb{N}}$ in $X$ and a partition $\{N_1, N_2\}$ of $\mathbb{N}$ such that the closed linear hull of $\{x_n : n \in N_1\}$ is reflexive and $X + Y = Z$ where $Y$ is the weak*-closure of the linear hull of $\{x_n : n \in N_2\}$ in $X^{**}$. If $(x_n)_{n \in \mathbb{N}}$ is a normalized sequence of a Banach space $X$ with separable bidual, then $\{x_n : n \in \mathbb{N}\}$ is not weakly relatively compact if and only if there is a subsequence such that the closed linear hull of each of its subsequences has codimension 1 in $X^{**}$. If the Banach space $X$ has a basis, then every basic sequence contains a subsequence which extends to a basis of $X$.

Basic sequences are also revisited in [151]. As a corollary of a deep result, M. Valdivia gets the following property. Let $X$ be a Banach space with separable dual and let $Y$, $Z$ be two norming closed subspaces of $X^*$ such that $Y \subset Z$. Then there is a basic sequence $(x_n)_{n \in \mathbb{N}}$ such that $Y + L = Z$ and $(Y \cap L)^* = L$ where $L = \{x_n : n \in \mathbb{N}\}^\perp$ and $A^*$ is the weak*-closure of $A \subset X^*$. This article also contains properties unifying or refining properties of W. B. Johnson and H. P. Rosenthal [JR] such as if $X$ is a Banach space and if $(u_n)_{n \in \mathbb{N}}$ is a weak*-Cauchy sequence in $X^*$ equivalent to the unit vector basis of $\ell_1$, then $X/L$ is isomorphic to $c_0$ where $L = \{u_n : n \in \mathbb{N}\}^\perp$. As a corollary based on a result of J. Hagler and W. B. Johnson [HJ], M. Valdivia also gets that if the Banach space $X$ contains no copy of $\ell_1$ and if $X^*$ contains a copy of $\ell_1$, then there is a quotient of $X$ isomorphic to $c_0$.

### 3.5. Uniform rotundness

A normed space $(X, \|\cdot\|)$ is uniformly rotund (resp. weakly uniformly rotund) — in short UUR (resp WUR) — if given sequences $(x_n)_{n \in \mathbb{N}}$ and $(y_n)_{n \in \mathbb{N}}$ of the unit sphere of $X$ such that $\|x_n + y_n\| \to 2$, the sequence $x_n - y_n$ converges (resp. weakly converges) to 0. It is locally uniformly rotund (resp. weakly locally uniformly rotund) — in short LUR (resp WLUR) — if given a point $x$ and a sequence $(x_n)_{n \in \mathbb{N}}$ of the unit sphere of $X$ such that $\|x + x_n\| \to 2$, the sequence $x - x_n$ converges (resp. weakly converges) to 0. Of course
the following implications hold:
\[
\begin{align*}
\text{UR} & \Rightarrow \text{WUR} \\
\downarrow & \downarrow \\
\text{LUR} & \Rightarrow \text{WLUR}
\end{align*}
\]

The interest of these notions in renorming theory comes from the fact that they may characterize geometric or topological properties of normed spaces. For instance a result of R. C. James, P. Enflo and G. Pisier states that a Banach space is superreflexive if and only if it has an equivalent UR norm.

It was well known that, with the exception of LUR \(\Rightarrow\) WLUR, the inverse implications do not hold for equivalent norms. So several authors investigated conditions under which WLUR implies LUR. For instance in [DGZ], R. Deville, G. Godefroy and V. Zisler proved that a WLUR Banach space with a Fréchet differentiable norm is LUR renormable. In the same vein, R. Haydon [Ha] established that if \(T\) is a tree and if \(C(T)\) is WLUR, then \(C(T)\) has an equivalent LUR norm.

In [156], with A. Moltó, J. Orihuela and S. Troyanski, M. Valdivia solves completely the problem: every WLUR normed space has an equivalent LUR norm. The proof uses an elegant technique of countable covers of a topological space by sets of small local diameters. This paper also contains the fact that the unit sphere of a WUR normed space endowed with the weak topology is metrizable under a metric that may differ from the norm-metric.

3.6. Direct sum decomposition of spaces

In [119] and [128], M. Valdivia continues previous investigations on the direct sum decompositions of locally convex spaces.

The main result of [119] deals with two closed subspaces \(Y\) and \(Z\) of a Banach space \(X\). If \(Y \neq \{0\}\), \(X = Y + Z\) and \(Z\) is weakly countably determined, then there is a continuous linear projection \(P\) on \(X\) such that \(\|P\| = 1\), \(PX \supset Y\), \(\ker(P) \subset Z\) and \(\text{dens}(TX) = \text{dens}(Y)\). It leads to the fact that every Banach space is a topological direct sum \(X = X_1 \oplus X_2\) with \(X_1\) reflexive and \(\text{dens}(X_2^*) = \text{dens}(X^{**}/X)\), a result that he had already established under the assumption that \(X^{**}/X\) is separable [54].

In [128], M. Valdivia considers the case of a Fréchet space \(E\) such that \((E', \mu(E', E''))\) is barrelled. He then proves that \(E\) is the direct sum of two closed subspaces \(F\) and \(G\) such that \(G\) is reflexive and \(\text{dens}(F'', \beta(F'', F')) \leq \text{dens}(E', \beta(E', E'')/E)\), generalizing the result of [119] mentioned above, as well as the one of [110].

4. Real analyticity

4.1. Some historical background

In the 1990's, M. Valdivia has been very much interested in generalizations of the Borel, Mityagin, Ritt and Whitney theorems. The historical setting can roughly be presented in the following way.

In [Bo], E. Borel proved that for every sequence \((c_n)_{n \in \mathbb{N}_0}\) of complex numbers, there is a \(C^\infty\)-function \(f\) on \(\mathbb{R}\) such that \(f^{(n)}(0) = c_n\) for every \(n \in \mathbb{N}_0\). The first deep improvement of this result is due to J. F. Ritt [Ri]: the function \(f\) may be supposed real analytic outside the origin, indeed holomorphic on an open sector of \(\mathbb{C}\) with \(\sum_{n=0}^{\infty} c_n z^n/n!\) as
asymptotic behaviour at 0. Next comes the striking Whitney generalization [Wi] of these
properties, characterizing the jets \( \varphi = (\varphi_\alpha)_{\alpha \in \mathbb{N}_0^n} \) on a closed subset \( F \) of \( \mathbb{R}^n \) coming from
a function \( f \in C^\infty(\mathbb{R}^n) \), i.e. such that \( \varphi_\alpha = f^{(\alpha)}|_F \) for every \( \alpha \in \mathbb{N}_0^n \). In fact, for these
jets (since then known as Whitney jets), H. Whitney also proved that the function \( f \)
may be supposed real analytic on \( \mathbb{R}^n \setminus F \), indeed holomorphic on some open subset of \( \mathbb{C}^n \)
containing \( \mathbb{R}^n \setminus F \). Moreover H. Whitney introduced the space \( \mathcal{E}(F) \) of the Whitney jets
on \( F \), endowed it with a Fréchet structure and asked the following question: when does
the continuous linear surjective restriction map \( R: C^\infty(\mathbb{R}^n) \to \mathcal{E}(F) \) have a continuous
linear right inverse? In other words, when is there a continuous linear extension map from
\( F \) to \( \mathbb{R}^n \) in the \( C^\infty \)-setting? The first answers are due to B. Mityagin who proved in [Mi]
that there is no continuous linear extension map from \( 0 \) to \( \mathbb{R} \) but there is one from \( [-1,1] \)
to \( \mathbb{R} \).

These results have been extended in many different ways. The contribution of M.
Valdivia deals mainly with the real-analyticity property of the extensions, a property
which was not considered previously.

4.2. The Borel theorem in real Banach spaces

A first generalization of the Borel theorem with real-analytic extension outside the
origin in a real normed space appears in [132]. This ‘one direction’ result can be stated
as follows. Let \( X \) be a real normed space satisfying the Kurzweil condition (i.e. there is
a polynomial \( P \) on \( X \) such that \( P(0) = 0 \) and \( \inf \{ P(x) : \|x\| = 1 \} > 0 \)). Then for every
direction \( e \) and sequence \( (a_n)_{n \in \mathbb{N}} \) of real numbers, there is a real \( C^\infty \)-function \( f \) on \( X \)
which is real-analytic on \( X \setminus \{0\} \) and such that \( D^n f(0) = a_n \) for every \( n \in \mathbb{N}_0 \).

Next in [134], M. Valdivia deals with real Hilbert spaces \( X \) and proves the following
result for every real number \( A_0 \) and sequence \( (A_n)_{n \in \mathbb{N}} \) of continuous symmetric \( n \)-linear
functionals on \( X^n \). There always is a holomorphic function on a domain of the complex-
fication of \( X \), containing \( X \setminus \{0\} \), which has a real \( C^\infty \)-extension \( f \) on \( X \), bounded on
the bounded subsets of \( X \) and such that \( f^{(n)}(0) = A_n \) for every \( n \in \mathbb{N}_0 \).

This result is finally generalized to the setting of the real Banach spaces \( X \) in [146].
Let \( A_0 \) be a real number and for every \( n \in \mathbb{N}_0 \), let \( A_n \) be a \( n \)-linear symmetric and
approximable real functional on \( X^n \). Then there is a real \( C^\infty \)-function \( f \) on \( X \) such that
a) \( f^{(n)}(0) = A_n \) for every \( n \in \mathbb{N}_0 \),
b) \( f^{(n)}(x) \) is approximable for every \( x \in X \) and \( n \in \mathbb{N} \),
c) \( f^{(n)} \) is bounded on the bounded subsets of \( X \) for every \( n \in \mathbb{N}_0 \),
d) \( f \) is real-analytic on \( X \setminus \{0\} \) endowed with the topology of uniform convergence on the
compact subsets of \( X^* \).

4.3. Generalizing the Mityagin results

Since the Mityagin results appeared, intensive research has been going on to find ex-
amples of closed subsets \( F \) of \( \mathbb{R}^n \) for which there is (is not) a continuous linear extension
map, to characterize them by means of properties of the boundary of \( F \) or by means of
locally convex properties of the Fréchet space \( \mathcal{E}(F) \). This literature is very rich (cf. [150]
for an attempt to describe the situation in the \( C^\infty \)-setting around 1997).

This research has also been extended from the \( C^\infty \)-setting to the Beurling and Roumieu
type spaces of ultradifferentiable jets and functions. These can be defined by use of a
weight $w$ — then the appropriate definition of $w$ is due to R. Meise and B. A. Taylor on the basis of one going back to A. Beurling (cf. [BMT]). They also can be defined by means of a normalized, logarithmically convex and non quasi-analytic sequence $M$ of positive numbers. Let us designate by $\mathcal{E}_*(\mathbb{R}^n)$ (resp. $\mathcal{E}_*(\mathcal{F})$) the corresponding space of functions on $\mathbb{R}^n$ (resp. of jets on $F$). In this vast literature, the real-analyticity part of the Borel-Ritt theorem [Pe] or of the Whitney theorem ([BBMT], [BMT], [MT], ... ) had not been considered.

M. Valdivia has been the first to investigate the possibility to get continuous linear extension maps from $\mathcal{E}_*(\mathcal{F})$ to $\mathcal{E}_*(\mathbb{R}^n)$, with real-analyticity on $\mathbb{R}^n \setminus F$. He first published two papers [142], [145] where he solves the problem when $F$ is compact. His results brought more light and new importance to the results obtained by the previous authors. Here is the main property he got.

Let $K$ be a compact subset of $\mathbb{R}^n$.

a) If the jet $\varphi \in \mathcal{E}_*(K)$ comes from a $\mathcal{E}_*(\mathbb{R}^n)$-function, then it also comes from an element of the same space which moreover is real-analytic on $\mathbb{R}^n \setminus K$, indeed holomorphic on an open subset of $\mathbb{C}^n$ containing $\mathbb{R}^n \setminus K$.

b) If there is a continuous linear extension map from $\mathcal{E}_*(K)$ into $\mathcal{E}_*(\mathbb{R}^n)$, then there also is such an extension map $E$ such that $E \varphi$ is real-analytic on $\mathbb{R}^n \setminus K$ for every $\varphi \in \mathcal{E}_*(K)$.

The part a) of this result can be extended to the case of a closed subset of $\mathbb{R}^n$; the method is basically the same but requires quite refined arguments. M. Valdivia has done this successively for the Beurling type with $* = M$ in [154], for the Roumieu type with $* = M$ in [148], and for the Beurling and Roumieu types with $* = w$ in [155]. The very same method [150], but simpler, also leads to parts a) and b) of the theorem for $\mathcal{E}(K)$ instead of $\mathcal{E}_*(K)$ and $BC^\infty(\mathbb{R}^n)$ instead of $\mathcal{E}_*(\mathbb{R}^n)$, where $BC^\infty(\mathbb{R}^n)$ stands of course for the Fréchet space of the $C^\infty$-function on $\mathbb{R}^n$ which are bounded on $\mathbb{R}^n$ as well as all their derivatives. Since then, M. Langenbruch [La] has set up a unified approach to get the $*$-cases, up to a condition when $* = M$; it is based on the existence of a special function obtained in [150].

4.4. The Ritt theorem and the interpolation property

The Ritt theorem leads naturally to the following question: on which subsets $D$ of the boundary $\partial \Omega$ of a non void domain $\Omega$ of $\mathbb{C}$ is it possible to fix arbitrarily the asymptotic behaviour of some holomorphic function? It is a direct matter to check that such a set $D$ may not have any accumulation point and that no element of $D$ may be an isolated point of $\partial \Omega$. Known results go back to the work of T. Carleman [Ca] who proved that the answer is positive in the following two cases:

(a) $D$ is finite and $\Omega$ is convex and bounded,
(b) $D = \{0\}$ and $\Omega = \{z \in \mathbb{C} : |z| < R\} \setminus \{(x, 0) : x \leq 0\}$,

and also to the work of Ph. Franklin [Fr] dealing with a case when $D$ is infinite.

In [118], M. Valdivia proves that the answer is positive if $D$ is finite and such that the answer is positive at each single point of $D$ separately.

In [123], M. Valdivia completes this result in the following way: the answer is positive for $D = \{z_0\}$ if the connected component of $z_0$ in $\partial \Omega$ has more than one point. The proof lies on a deep study of the space of the holomorphic functions on $\Omega$ which have
an asymptotic behaviour at the point $z_0$, endowed with an appropriate locally convex topology.

The next and final step is contained in [138] where the main statement contains a rather technical condition leading to the following corollary which generalizes all previous known results. If $D \subseteq \partial \Omega$ (finite or not) has no accumulation point and if the connected component in $\partial \Omega$ of any point of $D$ contains more than one point, then the answer is positive.

### 4.5. Domains of real analytic existence

Let $X$ be a real normed space. A domain $\Omega$ of $X$ is of real-analytic existence if there is a real-analytic function $f$ on $\Omega$ such that, for every domain $\Omega_i$ of $X$ verifying $\Omega_i \not\subset X \setminus \Omega_i$ and every connected component $\Omega_0$ of $\Omega \cap \Omega_i$, the restriction $f|_{\Omega_0}$ has no real-analytic extension onto $\Omega_i$. It is a real-analytic domain if, for every domain $\Omega_i$ of $X$ verifying $\Omega_i \not\subset \Omega \not\subset X \setminus \Omega_i$ and every connected component $\Omega_0$ of $\Omega \cap \Omega_i$, there is a real-analytic function $f$ on $\Omega$ such that $f|_{\Omega_0}$ has no real-analytic extension onto $\Omega_i$. Of course every real-analytic existence domain is a real-analytic domain.

M. Valdivia has considered the characterization of such domains twice: in [132] and [136]. The final result is as follows. For every non void domain $\Omega$ of a separable real normed space, there is a $C^\infty$-function on $X$ which is real-analytic on $\Omega$ and has $\Omega$ as domain of real-analytic existence. The separability hypothesis is compulsory since he also proved that if $A$ is an uncountable set, then the open unit ball of $c_0(A;\mathbb{R})$ is a real-analytic domain but not a domain of real-analytic existence.

### 5. Spaces of polynomials and multilinear forms

The study of the reflexivity of the spaces of polynomials and multilinear forms has received much interest over the last years. The relation with weak continuity was discovered by R. Ryan [Ry], the connection with weak sequential continuity by R. Alencar, R. Aron and S. Dineen [AAD], the link with the use of upper and lower estimates as well as of spreading models by J. Farmer [Fa] and the reference to the existence of a basis by R. Alencar [Al]. The study of the bidual of the space $P(mX)$ was investigated by R. Aron and S. Dineen in [AD].

M. Valdivia has been very active in this area too.

For a Banach space $X$ and a positive integer $m$, $P(mX)$ designates the space of the $m$-homogeneous polynomials on $X$ endowed with the uniform norm on $B(X)$. The interest lies in the Banach space $P_w(mX)$, i.e. the vector subspace of $P(mX)$ whose elements are continuous on $B(X^*)$ endowed with the sup-norm on $B(X^*)$.

In [140] M. Valdivia first establishes that if $X$ is an Asplund space, then $P_w(mX^*)$ is an Asplund space too. He then proves that if $P_w(mX^*)$ contains no copy of $\ell_1$ (hence in particular if $X$ is an Asplund space), then $P_w(mX^*)$ is a closed subspace of $P(mX^*)$ endowed with the compact-open topology. He also gets that if $X$ is an Asplund space such that $X^*$ has the approximation property, then $P_w(mX^*)^{**}$ coincides with $P(mX^*)$ and that if $X$ is a weakly compactly generated Asplund space, then so is $P_w(mX^*)$.

Let us note that in [143], M. Valdivia gets similar results to those developed in [140], in the setting of holomorphic functions. Let $X$ be a Banach space and designate by $\mathcal{H}_b(X)$ the Fréchet space of the holomorphic functions on $X$ which are bounded on the
bounded subsets of $X$, endowed with the fundamental system of the norms $\| \cdot \|_{mB(X)}$ for $m \in \mathbb{N}$. Then $\mathcal{H}_w(X^*)$ is the subspace of $\mathcal{H}_b(X^*)$ whose elements are weak*--continuous on $mB(X^*)$ for every $m \in \mathbb{N}$ and $\mathcal{H}_{(w^*)}(X^*)$ is the closure of $\mathcal{H}_w(X^*)$ in $\mathcal{H}_b(X^*)$ for the compact-open topology. Now come the results. If $\mathcal{H}_w(X^*)$ contains no copy of $\ell_1$, then its strong dual coincides canonically with $\mathcal{H}_{(w^*)}(X^*)$ and even with $\mathcal{H}_b(X^*)$ if moreover $X^*$ has the approximation property. If $X$ is an Asplund space, then $\mathcal{H}_w(X^*)$ contains no copy of $\ell_1$; if moreover $X$ is weakly compactly generated, then so is $\mathcal{H}_w(X^*)$.

In [149], M. Valdivia gets the following result as a corollary dealing with finite tensor products. Let $p \in ]2, \infty[$ and $m \in \mathbb{N}$ be such that $1 < m < p$, and designate by $s$ the conjugate number of $p/m$. Let moreover $(e_n)_{n \in \mathbb{N}}$ be the unit vector basis of $\ell_p$. Then $T$ defined by $TP = (P(e_n))_{n \in \mathbb{N}}$ is a continuous linear surjection from $\mathcal{P}(m\ell_p)$ onto $\ell_s$ and $S$ defined by

$$(SP)(x) = \sum_{n=1}^{\infty} P(e_n) < x, e_n^* >^m$$

is a continuous linear projection whose range is isomorphic to $\ell_s$. He also gets an analogous result for $\mathcal{P}(m\ell_0)$ and $\mathcal{P}(m\ell_{p')}$ instead of $\mathcal{P}(m\ell_p)$, if $X$ is a Banach space such that $X^*$ has type $p \in ]1, 2[$.

The Proposition 2 of [149] runs as follows. Let $m \in \mathbb{N}$ and $p_1, \ldots, p_m \in ]1, \infty[$ be such that $1/p_1 + \ldots + 1/p_m = 1/p < 1$. Let moreover for every $j \in \{1, \ldots, m\}$, $(e_{j,n})_{n \in \mathbb{N}}$ be a sequence of the Banach space $X$ having an upper $p_j$-estimate. Then the sequence $(e_{1,n} \otimes \ldots \otimes e_{m,n})_{n \in \mathbb{N}}$ has an upper $p_j$-estimate in $X_1 \otimes \ldots \otimes X_m$, i.e. there is a constant $c_j > 0$ such that

$$\| \sum_{n=1}^{p} a_n e_{j,n} \| \leq c_j (\sum_{n=1}^{p} |a_n|^{p})^{1/p}$$

for every scalars $a_1, \ldots, a_p$.

Using this proposition, M. Valdivia establishes in [152] results that imply the following consequences. If $X$ and $Z$ are Banach spaces, then for every compact linear map $T$ from $X$ to $Z$, there is a reflexive separable Banach space $Y$ containing no copy of $\ell_p$ for any $p$ and compact linear maps $T_1: X \rightarrow Y$ and $T_2: Y \rightarrow Z$ such that $T = T_2 T_1$. There is a separable reflexive Banach space $X$ without the approximation property such that for every closed subspace $Y$ of $X$ and every $m \in \mathbb{N}$, the spaces $\mathcal{L}(mY)$ and $\mathcal{P}(mY)$ are reflexive. Here $\mathcal{L}(mX)$ is the space of the continuous $m$-linear functionals on $X^m$ endowed with the norm

$$\| f \| = \sup \{|f(x_1, \ldots, x_m)| : \|x_1\|, \ldots, \|x_m\| \leq 1\}.$$

In [153], M. Valdivia investigates the reflexivity of the spaces $\mathcal{P}(mX)$. Refining methods developed in [140], he proves that the approximation property can be avoided in some known results and gives new proofs and presentations of known results.

6. Fréchet spaces

It was well known that a Fréchet space $E$ is a Montel space (resp. a Schwartz space) if and only if it is separable and such that every $\sigma(E', E)$-null sequence is $\beta(E', E)$-null
(resp. converges uniformly to 0 on some zero-neighbourhood in $E$). Then the Jøsensen-Nissenzweig theorem led H. Jarchow [Ja] to ask whether the separability condition is superfluous. The Schwartz case received a positive answer by M. Lindström and Th. Schlumprecht [LS] and by J. Bonet [BoJ]. In a very short joint paper [131] with J. Bonet and M. Lindström, M. Valdivia solves the two questions positively.

**Totally reflexive** Fréchet spaces, i.e. Fréchet spaces of which every Hausdorff quotient is reflexive, have received much attention from M. Valdivia. In [109] already, he had proved the following deep characterization: a Fréchet space is totally reflexive if and only if it is isomorphic to a closed subspace of a countable product of reflexive Banach spaces. He comes back to this property in [124]. This time he considers sequences of the dual of a Fréchet space $E$ and proves that $E$ is totally reflexive if and only if the following two conditions hold:

(a) every $\mu(E', E)$-null sequence is $\beta(E', E)$-null and
(b) every $\sigma(E', E)$-null sequence is a weak-null sequence in $E'_p$ for some continuous semi-norm $p$.

As a step of the proof, M. Valdivia gets that this property (a) characterizes the Fréchet spaces $E$ which contain no subspace isomorphic to $\ell_1$, a result obtained independently by P. Domaniński and L. Drewnovski [DD].

Another major concern of M. Valdivia is the study of the locally convex spaces which (do not) contain a copy of $\ell_1$. This appears in several of his articles. For instance in [133], he studies specifically those Fréchet spaces $E$ which contain no subspace isomorphic to $\ell_1$. The basic result relies on the notion of a convex block sequence $(v_k)_{k \in \mathbb{N}}$ of a sequence $(u_j)_{j \in \mathbb{N}}$ of $E$, i.e. there is a sequence $(A_k)_{k \in \mathbb{N}}$ of subsets of $\mathbb{N}$ such that $r < s$ for every $k \in \mathbb{N}$, $r \in A_k$ and $s \in A_{k+1}$ as well as positive numbers $a_j$ such that $\sum_{j \in A_k} a_j \leq 1$ and $v_k = \sum_{j \in A_k} a_j u_j$ for every $k \in \mathbb{N}$. M. Valdivia proves the following results: if the Fréchet space $E$ contains no subspace isomorphic to $\ell_1$, then

(a) every equicontinuous sequence of $E'$ has a convex block sequence which $\sigma(E', E)$-converges;
(b) if $E$ is separable, then $E'_p$ is ultrabornological;
(c) each separable closed subspace of $E_{\mathcal{M}}$ is complete, where $E_{\mathcal{M}}$ denotes the space $E$ endowed with the topology of uniform convergence on the absolutely convex, compact and metrizable subsets of $E'_p$.

Therefore a Fréchet space $E$ is reflexive if and only if it contains no copy of $\ell_1$ and verifies the Grothendieck condition (i.e. every $\sigma(E', E)$-null sequence is $\sigma(E', E'')$-null).

7. The Zahorski theorem

The Zahorski theorem shows how flexible the $C^\infty$-functions are. If $f$ belongs to $C^\infty(\mathbb{R}^n)$, let us say that a point $x$ of $\mathbb{R}^n$ is real-analytic (resp. defect; divergent) if the Taylor series of $f$ at $x$ represents $f$ on a neighbourhood of $x$ (resp. has a positive radius but represents $f$ on no neighbourhood of $x$; has radius of convergence equal to 0). It is a direct matter to check that the set $\Omega$ (resp. $F$; $G$) of the real-analytic (resp. defect; divergent) points is open (resp. $F_d$ and of first category; $G_d$) and that $\{\Omega, F, G\}$ is a partition of $\mathbb{R}^n$. The Zahorski theorem [Za] first proved with $[0, 1]$ instead of $\mathbb{R}^n$, says that each such partition comes from a $C^\infty$-function. It was extended by J. Siciak [Si] to $\mathbb{R}^n$. In [144], M. Valdivia...
has generalized this result to the setting of the Gevrey classes on $\mathbb{R}^n$.

8. Infinite dimensional complex analysis

Let $K$ be a compact subset of a complex Fréchet space and designate by $\mathcal{H}(K)$ the space of the holomorphic germs on $K$, i.e. the inductive limit $\text{ind}\mathcal{H}^\infty(U_n)$, where $(U_n)_{n \in \mathbb{N}}$ is any decreasing fundamental sequence of open neighbourhoods of $K$ and where $\mathcal{H}^\infty(U_n)$ is the Banach space of the bounded holomorphic functions on $U_n$. In [BM], K. D. Bierstedt and R. Meise proved that $\mathcal{H}(K)$ is compact if and only if $E$ is a Fréchet-Schwartz space and asked for a characterization when $\mathcal{H}(K)$ is weakly compact.

In [139], J. Mujica and M. Valdivia prove in particular that if $K$ is a compact subset of the Tsirelson Banach space $X$, then $\mathcal{H}(K)$ is weakly compact. Moreover if $U$ is an open subset of $X$ and if $\mathcal{H}_b(U)$ is defined as the projective limit of the spaces $\mathcal{H}^\infty(U_n)$ with $U_n = \{ x \in U : \|x\| < n, d_0(x) > 1/n \}$, then $\mathcal{H}_b(U)$ is weakly compact too.

9. Conclusion

Now has come the time to say a few words about the mathematician Manuel Valdivia. The consideration of the mathematical works of Manuel Valdivia brings two characteristics into evidence. The first one is the diversity of the subjects he investigates: geometry of Banach spaces, Fréchet spaces and locally convex spaces have no hidden corner; compact spaces and real analyticity receive much interest; polynomials and multilinear forms are developed, ... The second is that he comes back again and again to his previous research, refines methods and finally gets a unifying perspective, a master piece of work covering many known results.

His influence on mathematics is great. In Spain it can be described in a few figures. He has directed 31 Ph. D. thesis. We all know many of his students: 15 have become Catedráticos de Universidad, 13 Profesores Titulares de Universidad and 2 Catedráticos de Escuela Universitaria.

He has been investigador principal of several DGICYT projects. From 1993 to 1997, he has been the investigador principal of the unique proyecto de elite de la DGICYT in mathematics and this project has been renewed for another period of 5 years.

He is Dr. h. c. mult.: in 1993 at the Universidad Politécnica de Valencia and at the Universidad Jaime I de Castellon; in 1995 at the Université de Liège and in 2000 at the Universidad de Alicante.

Let me recall that in 1975 he was elected Académico Numerario de la Real Academia Española de Ciencias Exactas, Físicas y Naturales. In 1996, he is Hijo Adoptivo de Valencia and Académico de Número de la Academia de Ingenieria; in 1997, he becomes Colegiado de Honor del Colegio de Ingenieros Agrónomos de Centro y Canarias; in 1999, he is nominated Académico Correspondiente de la Academia Canaria de las Ciencias as well as premio de la Confederacion Española de Organizacion de Empresas a las Ciencias, a distinctive prize dedicated to Spanish scientific researchers of particular merit.

These facts are important but should not hide the man. If you consider the list of publications of Manuel Valdivia, you will immediately realize that for several years, Manuel has been single author and that by now most of his papers come from joint research.

I am one of these co-authors. I always appreciated Manuel Valdivia's articles with
their fine and delicate ideas, with their intricate constructions. So I knew the work of
the mathematician when, about ten years ago, I got to meet the mathematician when we
started our joint research. Soon afterwards, I discovered the man: a scholar who readily
became a friend.

At the end of this presentation, allow me to say the following about the mathematician.
Manuel has a tremendous memory and an enormous ability to do research. When you
see him drawing curves all over a page, be careful: do not disturb! He is in deep thought
and be not surprised if suddenly stopping drawing, he starts writing or explaining an idea
or telling he has a proof. In the evening when he decides to stop doing mathematics,
the scholar appears with a deep knowledge of the literature, about music and ... an
unforgettable moment is coming.

Let me take this opportunity to emphasize the quality of the help brought by his wife,
Maria Teresa.

In my own name and in the name of all the participants in this International Functional
Analysis Meeting in honour of the 70th birthday of Professor Manuel Valdivia, let me
renew the words pronounced 10 years ago by John Horváth and say: Dear Manuel, I wish
you many more years of happy and fruitful research activity.

Publications of Manuel Valdivia (continued)
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Abstract  
We present a survey of what is known concerning existence of points of Fréchet differentiability of Lipschitz maps between Banach spaces. The emphasis is on more recent results involving such topics as ε-Fréchet differentiability, Γ-null sets and the validity of the mean value theorem for Fréchet derivatives.  
MCS 2000 Primary 46G05; Secondary 46B22, 28B05  

1. Preliminaries  
Our aim in this survey is to give an outline of the results and examples related to Fréchet differentiability as they are known today. There is (fortunately) constant progress in this direction so that in a few more years more will probably be known. Nevertheless, the situation at present is already quite involved and complicated and thus a survey of what is known may be helpful.  

In this preliminary section we present the basic notions and some general remarks concerning them. This section is followed by:  

2. Results on Gâteaux differentiability. We discuss briefly the main known results in this direction and some notions involved in their formulation.  

3. Examples and theorems showing the non existence of Fréchet derivatives in certain cases.  


5. Existence results for Fréchet derivatives.  

6. Questions related to the mean value theorem for Fréchet derivatives.
7. Some open questions.

The material in this section as well as that of Sections 2 and 3 is mostly discussed in the book [5] with more details, background and additional references. Most of the material in sections 4, 5 and 6 is not discussed in the book [5] and a large part of it is rather recent.

We start with the basic definitions. We consider here Lipschitz functions \( f \) from a Banach space \( X \) into a Banach space \( Y \). We shall always assume that the domain space \( X \) is separable (and therefore it is of no loss of generality to assume that also \( Y \) is separable). Since differentiability is a local property all we shall say applies also to functions which are locally Lipschitz or to functions defined only on an open set in \( X \). For the purpose of convenience we shall not work or state our results in this more general context.

The function \( f \) is said to have a derivative at \( x \) in the direction \( v \) if

\[
\lim_{t \to 0} \frac{f(x + tv) - f(x)}{t}
\]

exists.

The function \( f \) is said to be Gâteaux differentiable at \( x \) if there is a bounded linear operator \( T : X \to Y \) so that for all \( v \in X \)

\[
Tv = \lim_{t \to 0} \frac{f(x + tv) - f(x)}{t}
\]

(1)

The operator \( T \) (which is obviously unique if it exists) is called the Gâteaux derivative of \( f \) at \( x \) and is denoted also by \( D_f(x) \). Clearly \( f \) is Gâteaux differentiable at \( x \) iff \( f'(x, v) \) exists for all \( v \) and depends linearly on \( v \) (the boundedness of \( T \) is automatic for Lipschitz functions \( f \), always \( \|T\| \leq \text{Lip } f \) the Lipschitz constant of \( f \)). Note that with our notations \( f'(x, v) = D_f(x)v \) if the right hand side exists.

If the limit in (2) exists uniformly in \( v \) with \( \|v\| = 1 \) then we say that \( f \) is Fréchet differentiable at \( x \) and \( D_f(x) \) is then called the Fréchet derivative of \( f \) at \( x \). Alternatively, \( D_f(x) \) is the Fréchet derivative of \( f \) at \( x \) iff

\[
f(x + u) = f(x) + D_f(x)u + o(\|u\|).
\]

If \( \dim X < \infty \) then the notions of Gâteaux derivatives and Fréchet derivatives coincide for Lipschitz functions \( f \). For \( X \) with \( \dim X = \infty \) it is easy to see that this is not the case (see Section 3) and this is the fact that makes the question of existence of Fréchet derivatives hard (but, we think, interesting).

If a function \( f : X \to Y \) is Gâteaux differentiable in a neighborhood of a point \( x \) and if the Gâteaux derivative is norm continuous at \( x \), meaning that \( \|D_f(z) - D_f(x)\| \to 0 \) as \( \|z - x\| \to 0 \), then \( f \) is actually Fréchet differentiable at \( x \). This remark is a trivial consequence of the mean value theorem (applied to \( g = f - D_f(x) \)) which states that if \( g \) is Gâteaux differentiable on the interval \( I \) connecting \( x \) and \( z \) then

\[
\|g(x) - g(z)\| \leq \|x - z\| \sup \{\|D_g(u)\| : u \in I\}.
\]

This mean value theorem is, in turn, a direct consequence of the mean value theorem for functions from \( I \) to \( R \) (consider \( y^*g(tz + (1 - t)x) \) for a suitable \( y^* \in Y^* \)).
is said to be of class $C^1$ in an open set if it is continuously differentiable there. In view of the remark above it does not matter whether we take in this context Fréchet or Gâteaux derivatives.

As we shall see in Section 2 there are strong general existence theorems for Gâteaux derivatives. This is not so for Fréchet derivatives. On the other hand Fréchet derivatives are more useful than Gâteaux derivatives when they exist. We shall discuss presently two examples which illustrate this.

There is a notion which is weaker than Fréchet derivative which can however replace the Fréchet derivative in many arguments and for which it is often much easier to prove existence theorems. This notion is the following.

A Lipschitz map $f : X \to Y$ is said to be $\epsilon$-Fréchet differentiable at $x$ for some $\epsilon > 0$ if there is a bounded linear operator $T : X \to Y$ and a $\delta > 0$ so that

$$\|f(x + u) - f(x) - Tu\| \leq \epsilon\|u\| \text{ if } \|u\| < \delta. \tag{3}$$

Clearly $f$ is Fréchet differentiable at $x$ if and only if $f$ is $\epsilon$-Fréchet differentiable at $x$ for every $\epsilon > 0$. Any operator $T$ which satisfies (3) is called an $\epsilon$-Fréchet derivative at $x$. An operator which satisfies (3) is not determined uniquely by this equation. If $f$ is Gâteaux differentiable at $x$ we can take as $T$ the operator $D_f(x)$ after replacing $\epsilon$ by $2\epsilon$.

We shall consider now two examples where Fréchet derivatives (or $\epsilon$-Fréchet derivatives) give an important information which we cannot deduce from Gâteaux derivatives.

Let $f$ be a Lipschitz equivalence between $X$ and $Y$. This means that $f$ is a one to one mapping from $X$ onto $Y$ so that for some $m < M$ and all $u, v \in X$

$$m\|u - v\| \leq \|f(u) - f(v)\| \leq M\|u - v\|.$$  

A natural question is whether under these circumstances there is a linear map from $X$ onto $Y$ which has the same property (i.e. whether $X$ is linearly isomorphic to $Y$). If $f$ is Gâteaux differentiable at some $x \in X$ then it follows directly from our assumption that $m\|u\| \leq \|D_f u\| \leq M\|u\|$, i.e. $D_f(x)$ is an isomorphism from $X$ into $Y$. The question whether $D_f(x)$ is surjective is harder. In [13] and [22] examples are presented of Lipschitz equivalences $f : \ell_2 \to \ell_2$ so that on a ”large” set of points $x$, $D_f(x)$ exists but $D_f(x)\ell_2$ is a proper subspace of $\ell_2$. If however $D_f(x)$ is also an $\epsilon$-Fréchet derivative of $f$ (for $\epsilon < \frac{m}{2}$) then it is easy to show that $D_f(x)$ is surjective. Indeed, we may assume without loss of generality that $x = f(x) = 0$. Assume that the range of $D_f(x)$ is contained in a proper closed subspace $Z$ of $Y$. Choose $u \in Y$ with $\|u\| = 1$ and $d(u, Z) \geq 1/2$. For $0 < t < 1$ let $v_t \in X$ be such that $f(v_t) = tu$. Then $m\|v_t\| \leq t$. If $t/m < \delta$ we get

$$\|tu - D_f(0)v_t\| < \frac{m}{2}\|v_t\| \leq \frac{t}{2}$$

and thus $\|u - t^{-1}D_f(0)v_t\| < 1/2$ contradicting the choice of $u$.

As a matter of fact, partly because we have no strong enough existence theorem for Fréchet or $\epsilon$-Fréchet derivatives, the question we stated above is still open for separable (and in particular reflexive separable) spaces $X$. We will have more to say on this topic at the end of Section 7.
A related example concerns Lipschitz quotient maps. A map \( f \) from \( X \) onto \( Y \) is called a Lipschitz quotient map if there exist constants \( m \) and \( M \) so that for every \( x \in X \) and every \( r > 0 \)

\[
B_Y(f(x), m r) \subset f(B_X(x, r)) \subset B_Y(f(x), M r)
\]

where \( B(u, \alpha) \) denotes the ball with center \( u \) and radius \( \alpha \) in the appropriate space.

Here again the question is: If there is a Lipschitz quotient map \( f \) from \( X \) onto \( Y \) does there exist a linear quotient map from \( X \) onto \( Y \)? Like above it is easy to show that if for some \( x \), the Gâteaux derivative \( D_f(x) \) exists and if it is also an \( \epsilon \)-Fréchet derivative for \( \epsilon \) sufficiently small, then \( D_f(x) \) is a linear quotient map from \( X \) onto \( Y \). Using this remark, in the proper setting, it is proved in [6] that the only infinite-dimensional Banach space which is a Lipschitz quotient of \( l_2 \) is (isomorphic to) \( l_2 \). In this context Gâteaux derivatives by themselves are not useful at all. It is shown in [6] that there is a Lipschitz quotient map from \( l_2 \) onto \( l_2 \) whose Gâteaux derivative at some point is 0 (a stronger result in which “some point” is replaced by “many points” can be deduced from [22]). In [15] it is shown that there is a Lipschitz quotient map \( f \) from \( C(0,1) \) onto \( l_1 \) such that whenever \( D_f(x) \) exists it is an operator of rank \( \leq 1 \) (the general existence theorem on Gâteaux derivatives presented in Section 2 ensures that such derivatives exist “almost everywhere”). In this case we have an example that a Lipschitz quotient map exists but there is no linear quotient map from \( C(0,1) \) onto \( l_1 \). There are however many other interesting situations where one can ask about the existence of linear quotient maps once one has a Lipschitz quotient map. The answer to these questions often depends on existence theorems for Fréchet or \( \epsilon \)-Fréchet derivatives.

2. Gâteaux differentiability

The oldest and perhaps most simple result on Gâteaux differentiability in infinite dimensional spaces is the result of Mazur[26] which states that every continuous convex function on a separable Banach space \( X \) is Gâteaux differentiable on a dense \( G_d \) subset of \( X \). A more precise theorem, which reflects the well known fact that a continuous convex function on the line can have only a countable number of points where it is nondifferentiable, is the following.

Theorem 1 ([35]) . Let \( A \) be a subset in a separable Banach space \( X \). There is a convex continuous real-valued function on \( X \) which is nowhere Gâteaux differentiable on \( A \) if and only if \( A \) is contained in a countable union of graphs of \( \delta \)-convex functions.

A subset \( B \) of \( X \) is called a graph of a real-valued function \( \phi \) if there is a closed hyperplane \( Z \) in \( X \), a vector \( u \in X \setminus Z \) (thus \( X = Z \oplus \{ \text{span } u \} \)) and

\[
B = \{ z + \phi(z) \cdot u : z \in Z \}.
\]

A function \( \phi \) is called \( \delta \)-convex if it is a difference of two convex Lipschitz functions. In particular such a \( \phi \) is itself a Lipschitz function.

In order to formulate the general existence theorem for the Gâteaux differentiability of Lipschitz functions we need first two concepts.
A Banach space $Y$ is said to have the Radon-Nikodým property (RNP) if every Lipschitz (actually every absolutely continuous) function $f$ from $R$ into $Y$ is differentiable almost everywhere. It is noted in [6] that if $Y$ fails the RNP there is a Lipschitz function $f : R \to Y$ and an $\epsilon > 0$ such that $f$ is nowhere $\epsilon$-differentiable (we omitted here the word "Fréchet" since for every $f$ on $R$, Fréchet differentiability and Gâteaux differentiability mean the same thing).

It is known and easy to see that a separable conjugate space $Y$ (and therefore any reflexive $Y$) has the RNP. On the other hand a space containing $c_0$ or $L_1(0,1)$ fails to have the RNP (for more details see [5] Chapter 5).

A Borel set $A$ in a separable space $X$ is called an Aronszajn null set if for every sequence $\{x_i\}_{i=1}^\infty$ in $X$ whose closed linear span is the whole space we can decompose $A$ as $\bigcup_{i=1}^\infty A_i$ where each $A_i$ is a Borel set which intersects every line in the direction of $x_i$ by a set which has (linear) Lebesgue measure 0.

In the definition above it is important that we consider all sequences $\{x_i\}_{i=1}^\infty$ as above (and not only one such sequence or a small set of sequences).

There is a deep characterization of Aronszajn null sets which is due to Csörnyei [8]. A Borel set $A$ is Aronszajn null if and only if for every nondegenerate Gaussian measure $\mu$ on $X$ we have $\mu(A) = 0$. A Gaussian measure is nondegenerate if it is not supported on a closed proper hyperplane of $X$. In view of this characterization Aronszajn null sets are also called Gauss null sets. In the proof of the theorem below it is convenient to use the original definition of Aronszajn null sets instead of the more elegant definition as Gauss null sets. We mention that there is also a useful notion of Haar null sets in $X$. We do not give here the definition of this concept since Haar null sets will not be used in this survey. We just mention for the purpose of orientation that every Gauss null set is a Haar null set but the converse is false.

The following is a nice generalization of the classical Rademacher theorem (on differentiation of Lipschitz functions from $R^n$ to $R^m$) to infinite dimensional spaces.

**Theorem 2 ([3,7,23])**. A Lipschitz function $f$ from a separable Banach space into a space $Y$ having the RNP is Gâteaux differentiable outside a Gauss null set.

In view of the definition of the RNP and the remark we made just after the definition, the assumption that $Y$ has the RNP is essential here.

In [3] Theorem 2 was proved as stated here. In [7] what is proved is a weaker version of Theorem 2 in which Haar null sets replace Gauss null sets. In [23] Theorem 2 is proved with yet another natural class of null sets, the so called cube null sets. The proof of Csörnyei [8] shows however that the class of cube null sets coincides with Gauss null sets.

Because so many classes of null sets turn out to be identical to (or containing) the class of Gauss null sets it was thought for some time that Theorem 2 cannot be strengthened by replacing Gauss null sets by a smaller natural class of exceptional sets. This, however, turned out to be false:

For an $x \in X$ and $\epsilon > 0$ denote by $\hat{A}(x,\epsilon)$ the system of all Borel sets $B$ in $X$ such that $\{t \in [0,1] : \phi(t) \in B\}$ has Lebesgue measure 0 whenever $\phi : [0,1] \to X$ is such that $\phi(t) - tx$ has Lipschitz constant at most $\epsilon$. Let $\hat{A}$ be the class of all Borel sets $B$ so that whenever $\text{span}\{x_i\}_{i=1}^\infty = X$, $B$ can be represented as a union $\bigcup_{i=1}^\infty \bigcup_{k=1}^\infty B(i,k)$ of Borel
sets so that $B(i, k) \in \mathcal{A}(x_i, 1/k)$ for all $i$ and $k$. In [32] it is proved that \( \mathcal{A} \) is a \( \sigma \)-ideal which is properly contained in the class of Gauss null sets and that Theorem 2 remains valid if we demand that exceptional sets belong to \( \mathcal{A} \). The paper [32] contains several other examples of such \( \sigma \)-ideals.

In view of the examples in [32] as well as some previous examples it seems now to be very difficult to get a characterization of sets of non Gâteaux differentiability of Lipschitz functions which is as precise as Theorem 1.

It seems reasonable to conjecture that if $\text{dim} \; X < \infty$ then the \( \sigma \)-ideal generated by the set of points of nondifferentiability of Lipschitz functions from $X$ to $\mathbb{R}$ coincides with the class of sets of Lebesgue measure 0. This conjecture is known to be true if $\text{dim} \; X = 1$ (this is an easy classical result) and if $\text{dim} \; X = 2$ (this is a recent unpublished result of the second author). However the conjecture is still open if $2 < \text{dim} \; X < \infty$.

3. Non existence of points of Fréchet differentiability

We start this section with a few simple examples which show that Theorem 2 fails badly if Gâteaux differentiability is replaced by Fréchet differentiability. Actually in most examples we show that points of $\epsilon$-Fréchet differentiability fail to exist if $\epsilon > 0$ is small enough. We later state some theorems which put the examples in a more general context. We end this section with a discussion of yet another concept of exceptional sets which enters already into one of the examples here and which is of basic importance in some results discussed later on in this survey.

**Example 1.** The norm in $\ell_1$ is nowhere Fréchet differentiable. If

$$x = (\lambda_1, \lambda_2, \ldots, \lambda_n, \ldots) \in \ell_1$$

then $||x|| = \sum_{n=1}^{\infty} |\lambda_n|$ is easily seen to be Gâteaux differentiable exactly at those points $x$ for which $\lambda_n \neq 0$ for all $n$. The norm in $\ell_1$ is not $\epsilon$-Fréchet differentiable with $\epsilon < 1$ at any point $x \in \ell_1$. This follows from the fact that for every $n$

$$||x + \epsilon e_n|| - (||x|| + |t|) < |\lambda_n|, \quad t \in \mathbb{R}$$

where $e_n$ is the $n$’th unit vector in $\ell_1$, and that $\lambda_n \to 0$ as $n \to \infty$.

**Example 2.** The function $x \to |x|$ from $\ell_2$ to itself, where for $x = (\lambda_1, \lambda_2, \ldots, \lambda_n, \ldots)$ we put $|x| = (|\lambda_1|, |\lambda_2|, \ldots, |\lambda_n|, \ldots)$, is not $\epsilon$-Fréchet differentiable with $\epsilon < 1$ at any point in $\ell_2$. The argument is identical to that of Example 1. Again, the map $x \to |x|$ is Gâteaux differentiable at $x$ if and only if $\lambda_n \neq 0$ for every $n$.

**Example 3.** Consider the map $f : L_2[0, 1] \to L_2[0, 1]$ defined by $f(x)(t) = \sin x(t)$. This map is Gâteaux differentiable at every point $x$ with $D_f(x) = \cos x$ (meaning that $D_f(x)y = \cos x \cdot y$). This map is not $\epsilon$-Fréchet differentiable at any point in $L_2[0, 1]$ with $\epsilon < \epsilon_0$ for some $\epsilon_0$. Consider e.g. $x = 0$ and let $u_t = \chi[0, t]$ (the indicator function of $[0, t]$). Then $\sin u_t = \sin 1 \cdot u_t$ and thus

$$\sin u_t - D_{\sin u}(0)u_t = u_t(\sin 1 - 1)$$
and so one can take \( \epsilon_0 = |1 - \sin 1| \) (at least for \( x = 0 \), the computation for all other points is similar). The formula \( D_f(x) = \cos x \) may give the impression that \( D_f(x) \) depends continuously on \( x \) in contradiction to the observation made in Section 1. However \( D_f(x) \) is not continuous in the right topology; 
\[
\|D_f(x) - D_f(y)\| = \|x - y\|_\infty \quad \text{(the maximum norm)}
\]
and clearly \( \|x - y_n\| \to 0 \) does not imply \( \|x - y_n\|_\infty \to 0 \).

**Example 4.** Let \( C \) be a closed convex set with empty interior in a Banach space \( X \). The convex function \( f : X \to \mathbb{R} \) defined by \( f(x) = d(x, C) \) is not \( \epsilon \)-Fréchet differentiable at any point \( x \) in \( C \) and for any \( \epsilon < 1 \). This follows from the fact that for every \( x \in C \) (which by definition coincides with \( bd C \)) there is for every \( \rho < 1 \) and every \( \delta > 0 \) a point \( y \in X \) so that \( \|y - x\| < \delta \) and \( d(y, C) > \rho \|y - x\| \).

Let \( \mu \) be any regular probability measure on an infinite dimensional space \( X \). It follows from the regularity of the measure that for every \( \delta > 0 \) there is a compact convex set \( C \) in \( X \) so that \( \mu(X \setminus C) < \delta \). By taking e.g. \( \mu \) a Gaussian measure we deduce that the set of points where the convex function \( f(x) = d(x, C) \) is not Fréchet differentiable cannot be a Gaussian null set.

Let \( \{C_n\}_{n=1}^\infty \) be any collection of closed convex sets with empty interior in \( X \), and let \( \{\lambda_n\}_{n=1}^\infty \) be positive numbers such that \( \sum_{n=1}^\infty \lambda_n d(x, C_n) = f(x) \) exists for all \( x \in X \). The function \( f(x) \) above is a convex function which is not Fréchet differentiable at any point in \( \bigcup_{n=1}^\infty C_n \), in fact it is not \( \epsilon_n \)-Fréchet differentiable on any point of \( C_n \), for a suitable sequence of \( \epsilon_n \downarrow 0 \). This follows from the fact that if a sum of convex functions is say, Fréchet differentiable at some point, then some must be a summand.

In order to state a more general version of Example 4 we introduce now the following important notion. A set \( A \) in a Banach space \( X \) is said to be \( c \)-porous with \( 0 < c < 1 \) if for every \( x \in C \) and \( \delta > 0 \) there is a \( y \in X \) with \( \|y - x\| < \delta \) and \( B(y, c\|y - x\|) \cap A = \emptyset \). A set is called porous if it is \( c \)-porous for some \( 0 < c < 1 \). A countable union of porous sets is called a \( \sigma \)-porous set. (All the definitions make sense in the setting of general metric spaces; we shall, however, deal with them here only in the setting of Banach spaces.) A convex set with empty interior is a simple example of a \( c \)-porous set for every \( c < 1 \).

**Example 4’.** Let \( A \) be a \( c \)-porous set in a Banach space. Then the Lipschitz function \( f(x) = d(x, A) \) from \( A \) to \( \mathbb{R} \) is not \( \epsilon \)-Fréchet differentiable at any point in \( A \). Indeed, if \( x \in A \) and \( B(x, c\|x - y\|) \cap A = \emptyset \) then \( |f(y) - f(x)| \geq c \|x - y\| \). The only possible value for a Gâteaux derivative of \( f \) at a point of \( A \) is evidently 0.

We shall say more on porous sets below. We want first to state theorems which put the examples above into a more general framework.

In the direction of Example 1 there is the following theorem.

**Theorem 3 ([16]).** Assume \( X \) is a separable Banach space with \( X^* \) non separable. Then there is an equivalent norm \( \|\cdot\| \) on \( X \) and an \( \epsilon > 0 \) so that \( f(x) = \|x\| \) has at no point an \( \epsilon \)-Fréchet derivative.

In Theorem 10 in Section 5 it will be shown that the assumption in Theorem 3 that \( X^* \) is non separable is essential. It is also known that if \( X^* \) is separable then \( X \) can be renormed so that its norm is Fréchet differentiable for \( x \neq 0 \). This is impossible if \( X \) is separable but \( X^* \) non separable.
In the direction of Example 2 we have the following general theorem.

**Theorem 4 ([14]).** Assume that $X$ or $Y$ have an unconditional basis and that there is
a non compact linear operator from $X$ to $Y$. Then there is a Lipschitz function $f$ from
$X$ to $Y$ which is nowhere $\epsilon$-Fréchet differentiable for some $\epsilon > 0$.

The proof of Theorem 4 is quite simple. If we denote by $|x|$ the vector obtained from $x$
by replacing its coordinates with respect to an unconditional basis by their absolute value
and if $T$ is a non compact linear operator from $X$ to $Y$ then a function with the desired
property is $f(x) = T|x|$ (if $X$ has an unconditional basis) or $f(x) = |Tx|$ (if $Y$ has an
unconditional basis).

The following theorem contains as special cases Example 2 (in the continuous case, i.e.
the map $x \rightarrow |x|$ in $L^2(0,1)$) as well as Example 3.

**Theorem 5 ([2]).** Let $\Omega$ be a metric space with a locally finite non-atomic measure
$\mu$ such that every non-empty open set has strictly positive measure and let $F(t, s) \ (t \in
\Omega, s \in R)$ be a continuous function such that $x(t) \in L^2(\mu) \Rightarrow F(t, x(t)) \in L^2(\mu)$.
Assume that $f(x) = F(t, x)$ is Fréchet differentiable at some $x_0$ (as a map from $L^2(\mu)$ into itself).
Then there are functions $a(t)$ and $b(t)$ such that $F(t, s) = a(t) + b(t)s$.

The basic idea behind this statement is the observation that the assumptions that
$|F(t, s) + F(t, -s) - 2F(t, 0)| > c > 0$ for $t$ in some non-empty open set $G$ of suitably
small measure and that $f$ is $\epsilon$-Fréchet differentiable at $x_0$ imply that
\[
c||1_G|| < \|f(x_0 + (-x_0 + s)1_G) + f(x_0 + (-x_0 - s)1_G) - 2f(x_0 - x_01_G)|| < 4\epsilon(||x_0|| + s)||1_G||
\]
which is a contradiction if $\epsilon$ is small enough.

The next theorem, which is the most delicate of the theorems in this section, is somewhat
delicate to connect to Example 4.

**Theorem 6 ([25,24]).** Let $X$ be a uniformly convex space. Then there is an equivalent
norm $\|\|$ on $X$ so that $f(x) = \|x\|$ is Fréchet differentiable only on a Gauss null set.

We return now to the discussion of porous sets. A survey on this topic is in [35] where
more details and references can be found. If $A$ is a $\sigma$-porous Borel set then for any $c < 1$
we can represent $A$ as $\bigcup_{n=1}^{\infty} A_n$ where each $A_n$ is a Borel $c$-porous set. In any Banach space
$X$ a porous set is meager and hence a $\sigma$-porous set is of the first category. If $\dim X < \infty$
then a porous set and thus a $\sigma$-porous set is of measure 0 by Lebesgue’s density theorem.
Actually $\sigma$-porous sets form a proper subset of the sets of measure 0 and 1st category
in $R^n$. For example, there is a graph of a continuous function in the plane which is not
$\sigma$-porous.

In Banach spaces with $\dim X = \infty$ the situation is different. In [30] it is proved that
every infinite dimensional Banach space $X$ can be decomposed into a union of two Borel
sets $A \cup B$ so that $A$ is $\sigma$-porous and $B$ meets any line in $X$ in a set of measure 0 (and
thus in particular $B$ is Aronszajn or Gauss null). Hence, in infinite dimensional spaces
we can no longer consider $\sigma$-porous sets to be small in the sense of "measure".

By using the decomposition of $X$ which we just mentioned the following theorem,
which is a weaker form of Theorem 6 for general separable Banach spaces, is proved. (It
is conceivable that Theorem 6 itself holds for a general separable Banach space.)
Theorem 7 ([30]). For every separable Banach space \( X \) there is a Lipschitz function \( f : X \to \mathbb{R} \) which is Fréchet differentiable only on a Gauss null set.

Clearly by Theorem 3 we need to consider only spaces \( X \) with \( X^* \) separable. (By Theorem 6 we can consider just as well only spaces \( X \) which are not superreflexive, but this is not helpful for the proof of the theorem.) If \( A = \bigcup_{n=1}^{\infty} A_n \) with \( \{A_n\}_{n=1}^{\infty} \) porous it is easy to construct for every \( n \) a Lipschitz function \( f_n : X \to \mathbb{R} \) so that \( f_n \) is not Fréchet differentiable on any point of \( A_n \) (see e.g. Example 4'). The proof in [30] consists of choosing the \( \{f_n\}_{n=1}^{\infty} \) so that \( f = \sum_{n=1}^{\infty} \lambda_n f_n \) (for suitable positive \( \{\lambda_n\}_{n=1}^{\infty} \)) will still be Lipschitz and not Fréchet differentiable at any point of \( A \). This construction is somewhat delicate since we are not dealing here with convex functions \( \{f_n\}_{n=1}^{\infty} \). The situation is easiest to handle if all sets \( \{A_n\}_{n=1}^{\infty} \) are also closed. This is the case which actually comes out from the decomposition of \( X \) constructed in [30].

There is a variant of the notion of porous or \( \sigma \)-porous sets which also in infinite dimensions produces sets which are small in the sense of measure. A set is said to be \( c \)-directionally porous if for every \( x \in A \) there is a \( u \in X \) with \( \|u\| = 1 \) and a sequence of scalars \( \lambda_n \downarrow 0 \) so that \( B(x + \lambda_n u, c\lambda_n) \cap A = \emptyset \). The notion of \( \sigma \)-directionally porous sets is defined in an obvious way. The same argument as that of Example 4' shows that if \( A \) is \( c \)-directionally porous for some \( 0 < c < 1 \) then the Lipschitz function \( f(x) = d(x, A) \) is nowhere Gâteaux differentiable on \( A \). It follows from Theorem 2 that a directionally porous (and thus also \( \sigma \)-directionally porous) set is always Gauss null. If \( \dim X < \infty \) then a simple compactness argument shows that a set is directionally porous if and (clearly) only if it is porous.

It is evident that a graph of a Lipschitz function is a directionally porous set. Thus all the exceptional sets appearing in Theorem 1 are \( \sigma \)-directionally porous.

By the regularity argument appearing in Example 4 not every closed convex set \( C \) with empty interior (even compact convex set \( C \)) in a Banach space is \( \sigma \)-directionally porous (it need not be Gauss null).

4. Existence theorems for almost Fréchet derivatives

We start this section by presenting a proof of the existence of \( \epsilon \)-Fréchet derivatives for Lipschitz functions \( f : X \to \mathbb{R} \) if \( X^* \) is uniformly convex. This is perhaps the simplest result on the existence of Fréchet derivatives of non necessarily convex Lipschitz functions on infinite dimensional spaces, but the idea in the proof is basic for the proof of several far more complicated results.

We assume that \( f \) is Gâteaux differentiable at \( x \) and that \( \|D_f(x)\| \) is "very close" to its maximal possible value (which is, by Theorem 2, \( \text{Lip } f \)). We prove that then \( f \) is \( \epsilon \)-Fréchet differentiable at \( x \). The amount of closeness of \( \|D_f(x)\| \) to \( \text{Lip } f \) which is needed depends on \( \epsilon \) and on the modulus of uniform convexity of \( X^* \).

We shall normalize \( f \) so that \( \text{Lip } f = 1 \) and let \( \epsilon > 0 \). If \( X^* \) is uniformly convex, \( \epsilon \in X \) with \( \|\epsilon\| = 1 \) and \( x^* \in X^* \) with \( x^*(\epsilon) = \|x^*\| = 1 \) then for every \( \eta > 0 \) there is a \( \delta = \delta(\eta) > 0 \) so that if \( \|v\| \leq \delta \) and \( x^*(v) = 0 \) then \( \|\epsilon + v\| \leq 1 + \eta \|v\| \). Another simple observation we need is that if \( \epsilon \) and \( x^* \) are as above, \( \eta > 0 \) is sufficiently small and \( z^* \in X^* \) satisfies \( \|z^*\| = 1 \) and \( z^*(\epsilon) \geq 1 - \eta \) then \( \|z^* - x^*\| < \epsilon/6 \).
We start the proof by letting $x \in X$ and $e \in X$ with $\|e\| = 1$ be such that $D_f(x)e \geq 1 - \delta\eta$ where $\eta > 0$ will be chosen below to be small enough and $\delta = \delta(\eta)$. Put $z^* = D_f(x)$ and let $x^* \in X$ with $\|x^*\| = x^*(e) = 1$.

Since $f$ is Gâteaux differentiable at $x$ there is a $\sigma > 0$ so that
\[
|f(x + ye) - f(x) - z^*(e)\gamma| \leq \delta\eta|\gamma| \quad \text{if} \quad |\gamma| < \sigma.
\] (4)

Let $y \in X$ and write it as $y = u + v$ where $u = x^*(y)e$. Then $\|u\| \leq \|y\|, \|v\| \leq 2\|y\|$ and $x^*(v) = 0$. Put $r = \|v\|/\delta$.

If $\|y\| \leq \delta\sigma/3$ then by (4)
\[
|f(x + u + re) - f(x + u - re)| \geq 2rz^*(e) - \delta\eta(3\|y\|/\delta)
\geq 2r(1 - \delta\eta) - 3\|y\|\eta \geq 2r - 2\|v\|\eta - 3\|y\|\eta \geq 2r - 7\|y\|\eta.
\] (5)

Since $\text{Lip} f = 1$ and $\|v/r\| = \delta$
\[
|f(x + y) - f(x + u + re)| \leq \|y - v\| = r\|e - v/r\| \leq r(1 + \eta\delta) \leq r + 2\|y\|\eta.
\] (6)

Similarly,
\[
|f(x + y) - f(x + u - re)| \leq r + 2\|y\|\eta.
\] (7)

We use now the trivial inequality that $|a| \leq \max(|b + a|, |b - a|) - b$ for all real $a$ and $b$ and obtain from (5), (6) and (7) that
\[
|f(x + y) - f(x + u + re) + f(x + u - re)|/2 \leq r + 2\|y\|\eta - (r - 7\|y\|\eta) = 11\|y\|/2.
\] (8)

From (4) and (8) and the fact that
\[
|z^*(v)| = |(z^* - x^*)(v)| \leq 2\|z^* - x^*\|\|y\| \leq \epsilon\|y\|/3
\]
we get that
\[
|f(x + y) - f(x) - z^*(y)| \leq
\frac{f(x + y) - f(x + u + re) + f(x + u - re)}{2} + |z^*(v)| +
\frac{|f(x + u + re) - f(x) - z^*(u + re)|/2 + |f(x + u - re) - f(x) - z^*(u - re)|/2}{11\|y\|/2 + \epsilon\|y\|/3 + 3\delta\eta\|y\|/\delta + 3\delta\eta\|y\|/\delta} \leq 18\|y\| + \epsilon\|y\|/3 \leq \epsilon\|y\|
\]
if $\eta$ is chosen so that $\eta < \epsilon/27$ and satisfies the requirement posed on it at the beginning of the proof.

The proof above leads naturally to the question if it can be modified so as to yield stronger results.

1. If we want to get points of Fréchet differentiability of $f$ by this method we would need points $x$ and $e$ such that $\|D_f(x)e\| = \text{Lip} f$. This is however impossible in general. To get points of Fréchet differentiability one has to do a tedious and careful process of successive approximation. This is explained in the next section.
2. If we are given two Lipschitz functions \( f, g : X \to \mathbb{R} \) (or equivalently, a Lipschitz function from \( X \) to \( \mathbb{R}^2 \)) we would like to find a point \( x \) where both \( f \) and \( g \) are \( \varepsilon \)-Fréchet differentiable. For this we need, if we use the proof above, a point \( x \) so that \( \|D_f(x)\| \) and \( \|D_g(x)\| \) are both close to \( \text{Lip} \ f \) and \( \text{Lip} \ g \) respectively. This again is impossible to achieve. However quite complicated arguments involving passage from global to local maxima of \( \|D_f(x)\| \) or \( \|D_g(x)\| \) allow us to overcome this difficulty. This is behind the proof of Theorem 8 below.

3. The natural assumption on \( X \) for the result proved above is that \( X^* \) be separable. In the proof above strong quantitative use was made of the fact that \( X^* \) is uniformly convex. We do not know how to carry out the proof above without quantitative information on \( X^* \). There is however a class of spaces more general than superreflexive spaces so that the proof above can be modified so as to apply to this more general class.

We proceed now to define this more general class. Recall that the modulus of smoothness \( \rho_X(t) \) and convexity \( \delta_X(t) \) of a Banach space \( X \) are defined by

\[
\rho_X(t) = \sup_{\|x\| = 1, \|y\| \leq t} \frac{\|x + y\| + \|x - y\|}{2} - 1,
\]

\[
\delta_X(t) = \inf_{\|u\|, \|v\| \leq 1, \|u - v\| \geq t} 1 - \frac{\|u + v\|}{2}.
\]

In order to define the new "asymptotic" moduli we put for \( Y \subset X \), \( x \in S_X \) (the unit sphere of \( X \))

\[
\bar{\rho}_X(t, x, Y) = \sup_{y \in Y, \|y\| \leq t} \|x + y\| - 1.
\]

Let

\[
\bar{\rho}_X(t, x) = \inf_{\dim X/Y < \infty} \bar{\rho}_X(t, x, Y)
\]

and

\[
\bar{\rho}_X(t) = \sup_{\|x\| = 1} \bar{\rho}_X(t, x).
\]

The function \( \bar{\rho}_X(t) \) is called the modulus of asymptotic smoothness of \( X \). The space \( X \) is said to be asymptotically uniformly smooth if \( \lim_{t \to 0} \bar{\rho}_X(t)/t = 0 \).

For \( Y \subset X \), \( x \in S_X \) put

\[
\bar{\delta}_X(t, x, Y) = \inf_{y \in Y, \|y\| \geq t} \|x + y\| - 1.
\]

Let

\[
\bar{\delta}_X(t, x) = \sup_{\dim X/Y < \infty} \bar{\delta}_X(t, x, Y)
\]

and

\[
\bar{\delta}_X(t) = \inf_{\|x\| = 1} \bar{\delta}_X(t, x).
\]

The function \( \bar{\delta}_X(t) \) is called the modulus of asymptotic convexity of \( X \). \( X \) is said to be asymptotically uniformly convex if \( \bar{\delta}_X(t) > 0 \) for \( t > 0 \).
These moduli have quite a long history and much is known about them. A survey of known results and several references are contained in Section 2 of [14].

The asymptotic moduli are especially easy to compute if $X$ is a subspace of $\ell_p$, $1 \leq p < \infty$, or $c_0$. For a subspace $X$ of $\ell_p$, $1 \leq p < \infty$, one gets

$$\bar{\rho}_X(t) = \bar{\delta}_X(t) = (1 + p')^{1/p} - 1 , \quad 0 < t < 1$$

For a subspace $X$ of $c_0$ one gets

$$\bar{\rho}_X(t) = \bar{\delta}_X(t) = 0 , \quad 0 < t < 1$$

In particular $c_0$ is (the most) asymptotically smooth space while $\ell_1$ is (the most) asymptotically convex space.

It is also easy to check that for every $X$ and $0 < t < 1$, $\bar{\delta}_X(t) \leq \bar{\rho}_X(t)$, $\delta_X(t) \leq \bar{\delta}_X(t)$ and $\rho_X(t) \geq \bar{\rho}_X(t)/2$. Hence a uniformly smooth (resp. convex) space is asymptotically uniformly smooth (resp. convex).

Another fact which we need to mention here (which is simple but not trivial) is that if $\bar{\rho}_X(t) < t$ for some $0 < t < 1$ and some separable space $X$ then $X^*$ is also separable. In particular an asymptotically uniformly smooth separable space $X$ has a separable dual.

The proof we presented in the beginning of this section for spaces $X$ which are uniformly smooth (i.e. $X^*$ uniformly convex) carries over with not much difficulty to the setting in which one assumes only that $X$ is asymptotically uniformly smooth.

The passage to maps from $X$ to $\mathbb{R}^n$, $n > 1$, is more tricky. In [18] we introduced the notion of a density sequence $\{X_n\}_{n=1}^\infty$ of Borel sets in $X$. We do not repeat the definition here but just mention that the idea is to produce a family of rich subsets in $X$ so as to enable us to imitate arguments which in the setting of finite-dimensional spaces are proved by the usual density points argument.

Roughly speaking the idea in [18] was to prove that for a Lipschitz function $f$ from a uniformly smooth space $X$ to $\mathbb{R}$ the set of points where $\|D_f(x)\|$ is close to the local Lipschitz constant of $f$ (and thus $f$ is $\epsilon$-Fréchet differentiable at $x$ for a suitable $\epsilon > 0$) gives a density sequence. The details were however quite complicated.

In [14] a simpler inductive argument is given (which is still quite involved) which proves the same in the more general setting of asymptotically smooth spaces. What is proved in [14] is

**Theorem 8**. Assume that $X$ is an asymptotically uniform smooth space and that $f$ is a Lipschitz function from $X$ to $\mathbb{R}^n$. Then given any set $X_0$ in $X$ such that $X \setminus X_0$ is Gauss null and $\epsilon > 0$ there exists an $x \in X_0$ such that $f$ is Gâteaux differentiable at $x$ and also $\epsilon$-Fréchet differentiable at that point.

Though the notion of density set is no longer needed for the proof of Theorem 8 it is likely that this notion may be useful in future applications.

By using Theorem 8 it is possible to deduce the existence of points of $\epsilon$-Fréchet differentiability for Lipschitz maps between certain infinite dimensional Banach spaces.

**Theorem 9** ([14]). Let $X$ be a separable Banach space and let $Y$ have the RNP. Let $f : X \to Y$ be a Lipschitz function. Assume that for all $t > 0$, $\delta_Y(t) > 0$ and that for
all \( c > 0 \), \( \lim_{t \to 0} \overline{\rho}_X(t)/\overline{\delta}_Y(ct) = 0 \). Then for every \( \epsilon > 0 \) and every subset \( X_0 \) of \( X \) with \( X \setminus X_0 \) Gauss null there is an \( x \in X_0 \) such that \( f \) is Gâteaux differentiable at \( x \) and also \( \epsilon \)-Fréchet differentiable there.

An interesting special case where Theorem 9 applies is \( X \) a subspace of \( \ell_r \) and \( Y = \ell_p \) with \( r > p \geq 1 \).

For the most asymptotically uniform smooth space \( c_0 \) we have even a stronger result.

**Theorem 10a ([14]).** Let \( X \) be a subspace of \( c_0 \), let \( Y \) have the RNP and \( f : X \to Y \) a Lipschitz function. Then for every \( \epsilon > 0 \) and \( X_0 \) a subset of \( X \) with \( X \setminus X_0 \) Gauss null there is an \( x \in X_0 \) such that \( f \) is Gâteaux differentiable at \( x \) as well as \( \epsilon \)-Fréchet differentiable there.

By using a transfinite iteration procedure one gets from Theorem 10a

**Theorem 10b ([14]).** Let \( K \) be a countable compact space, let \( Y \) have the RNP and let \( f \) be a Lipschitz function from \( C(K) \) into \( Y \). Then for every \( \epsilon > 0 \) there is a point in \( C(K) \) where \( f \) is \( \epsilon \)-Fréchet differentiable.

Unlike the previous theorem there is no assertion here that the point of \( \epsilon \)-Fréchet differentiability can be chosen to be in a given conull set. This assertion might be true also in this case but the iteration process used in proving Theorem 10b does not allow us to carry along this assertion concerning conull sets.

Unlike Theorem 9 and Theorem 10a we cannot take in Theorem 10b a subspace of \( C(K) \). Indeed let \( S \) be the Schreier space, i.e. the completion of the space of sequences \( \{\lambda_n\}_{n=1}^\infty \) which are eventually 0 with respect to the norm

\[
\|\{\lambda_i\}\| = \sup\{\sum_{k=1}^n |\lambda_{i_k}|, n \in \mathbb{N}, n \leq i_1 < i_2 < \ldots < i_n\}.
\]

Then it is easily checked that \( S \) is isomorphic to a subspace of \( C(\omega^\omega) \), the unit vectors form an unconditional basis in \( S \) and the formal identity map from \( S \) to \( \ell_2 \) is bounded. Hence by Theorem 4 there is a Lipschitz map \( f : S \to \ell_2 \) which is nowhere \( \epsilon \)-Fréchet differentiable for \( \epsilon \) small enough.

A stronger version of both parts of Theorem 10 will be stated in the next section. The proof of Theorem 10 is however simpler than that of the corresponding result in the next section.

### 5. Existence theorems for Fréchet derivatives

The first results of this nature were obtained naturally in the context of continuous convex functions where the situation is much easier than that of general Lipschitz functions.

A direct verification shows that the points where a convex continuous function is Fréchet differentiable is a \( G_\delta \) set. In [17] it was proved that if \( X \) is reflexive this set is dense. This result was generalized by Asplund [4] where it is shown to hold whenever \( X^* \) is separable. In view of Theorem 3 the assumption that \( X^* \) is separable cannot be weakened. In view
of this result spaces with $X^*$ separable (or more generally spaces $X$ such that for every separable $Y \subset X$, $Y^*$ is separable) are now called Asplund spaces.

The result that in Asplund spaces every convex and continuous function is Fréchet differentiable outside a dense $G_\delta$ set was strengthened in a different direction in [31]. In this paper the following theorem is proved:

**Theorem 11.** Let $X^*$ be separable. Then every convex continuous $f : X \to \mathbb{R}$ is Fréchet differentiable outside a $\sigma$-porous set.

Surprisingly the proof of this stronger theorem is simpler than the proofs of the weaker results of [17] and [4].

We recall that by Theorem 6 a convex continuous function on Hilbert space may be Fréchet differentiable only on a Gauss null set. Later on in this section we shall prove that in some other sense convex continuous functions on an Asplund space must be Fréchet differentiable ”almost everywhere”. All these results make it difficult even to conjecture a precise result on the nature of the sets of points of non Fréchet differentiability of convex continuous functions on Asplund spaces (in the spirit of Theorem 1).

We now turn to results on existence of points of Fréchet differentiability of Lipschitz functions. These results are far more complicated than the results on convex functions. As a matter of fact these results are the hardest results on which we report in this survey.

The first result on Fréchet differentiability of Lipschitz functions from an Asplund space to $\mathbb{R}$ was obtained in [28]. It is proved there that a Lipschitz function from an Asplund space $X$ to $\mathbb{R}$ which is everywhere Gâteaux differentiable must have a point of Fréchet differentiability. The proof of this result, like the subsequent proofs of the same results where the assumption of the existence everywhere of the Gâteaux derivative is dropped, uses an iteration method. One constructs inductively a sequence of points $\{x_n\}_{n=1}^{\infty}$ which converges to a point $x \in X$ and so that the sequence of Gâteaux derivates $Df(x_n)$ converges also. What makes the final step of the proof relatively easy is the fact that by assumption the function $f$ is Gâteaux differentiable at $x$. The fact that $X$ is Asplund is used in the proof via the assumption that the norm in $X^*$ can be assumed to be locally uniformly convex, i.e. that $\|x_n\| = \|x^*\| = 1$ and $\|x_n^* + x^*\| \to 2$ implies that $x_n^*$ tends in norm to $x^*$.

It should be mentioned that unlike Lebesgue’s original proof for functions on the line (or the subsequent elegant proofs of this theorem) where one proves directly the existence of the derivative almost everywhere, here one had to construct the point of differentiability by iteration. There are at present no known concepts of ”almost everywhere” which can be used in the proof for general Asplund spaces $X$ (and in particular for $X = \ell_2$). Later on in this section we will present such a notion of ”almost everywhere” which can be used in certain specific spaces $X$. Of course the lack of an ”almost everywhere” approach has the disadvantage that it does not lead to results on the existence of a common point of Fréchet differentiability for say two Lipschitz functions from $X$ to $\mathbb{R}$.

It is worthwhile to point out here (the non surprising fact) that Baire Category arguments cannot help in this context. In [27] an example of the following type is presented.

**Example 5.** There is a Lipschitz function $f : \ell_2 \to \mathbb{R}$ which is everywhere Gâteaux differentiable but which is Fréchet differentiable only on a set of the first category.
In [29] it is proved that if $X$ is Asplund then any Lipschitz function from $X$ to $R$ has a point of Fréchet differentiability. The proof is again by constructing inductively a sequence of points $\{x_n\}$ which converges to a desired point $x$ of Fréchet differentiability. It is evident from the construction that the points $x_n$ can be chosen so that the Gâteaux derivatives $D_f(x_n)$ exist. However the a priori lack of knowledge that $D_f(x)$ exists made it necessary to use a very delicate and complicated procedure. In particular every step of passing from $x_n$ to $x_{n+1}$ necessitated the construction of a new norm in $X$ for which $X^*$ becomes locally uniformly convex.

A much simpler (but still not simple) proof of the main result of [29] is presented in [19]. In this latter paper a somewhat stronger version is proved in which one does not have to assume that $X$ is Asplund.

**Theorem 12 ([29,19])**. Let $f$ be a Lipschitz function from a separable space $X$ into $R$. Assume that the $w^*$ closure of the set of all Gâteaux derivatives of $f$ (at the points in which they exist) is a norm separable subset of $X^*$. Then $f$ has a point of Fréchet differentiability.

Of course if $X^*$ itself is assumed to be separable then no special assumption on $f$ is needed.

The proof in [19] is done via slicing of sets in $X^*$. A $w^*$-slice $S$ of a set $A \subset X^*$ is a set of the form

$$S(x, \alpha) = \{x^* \in A : x^*(x) \geq \sigma - \alpha, \text{where } \sigma = \sup \{x^*(x) : x^* \in A\}\}$$

for some $x \in X$ and $\alpha > 0$. One says also that $S$ is a $w^*$-slice determined by the vector $x$. The separability assumption in the statement of Theorem 12 is used via the following proposition proved in [19]: Let $A \subset X^*$ be bounded and have separable $w^*$-closure, let $x \in X$ and $\epsilon > 0$ so that $\epsilon < ||x||$. Then there is a $w^*$-slice $S$ of $A$ which has diameter less than $\epsilon$ and which is determined by a vector $y$ with $||y - x|| < \epsilon$.

In rough terms the strategy of the proof in [19] is to consider the set $A$ of Gâteaux derivatives of $f$. This set is norm bounded by $\text{Lip} f$. By using the proposition above one constructs inductively a sequence $\{x_n\}_{n=1}^{\infty}$ of points in $X$ such that the Gâteaux derivatives $D_f(x_n)$ exist and such that $x = \lim_n x_n$ exists; a sequence of slices $\{S_n\}_{n=1}^{\infty}$ so that $S_n \supset S_{n+1}$, $D_f(x_n) \in S_n$, $\text{diam} S_n \to 0$ and $S_n$ is determined by a vector $e_n$ so that $\sum ||e_n - e_{n+1}|| < \infty$. Then clearly $y^* = \lim_n D_f(x_n)$ must exist. The delicate point (which necessitates extra care in the inductive construction) is to show that this $y^*$ is the Fréchet derivative of $f$ at the point $x$.

We are going to define now a new class of null sets and in terms of this new class new results on Fréchet differentiability can be formulated (and proved). We let $\Sigma = [0,1]^N$. 
be endowed with the product topology and the product Lebesgue measure $\mu$. Let $X$ be a Banach space and let $\Gamma(X)$ be the space of continuous maps $\gamma : \Sigma \to X$ having also continuous partial derivatives $\{D_j \gamma\}_{j=1}^\infty$. The elements $\gamma \in \Gamma(X)$ will be called surfaces. We equip $\Gamma(X)$ with the topology of uniform convergence of the surfaces and their partial derivatives. In other words the topology in $\Gamma(X)$ is generated by the semi norms $\|\gamma\|_0 = \sup_{t \in \Sigma} \|\gamma(t)\|$ and $\|\gamma\|_k = \sup_{t \in \Sigma} \|D_k \gamma(t)\|$, $k = 1, 2, \ldots$. In this topology $\Gamma(X)$ is a Fréchet space, in particular it is a Polish space (i.e. metrizable by a complete separable metric).

A Borel set $N \subset X$ is called $\Gamma$-null if

$$\mu\{t \in \Sigma : \gamma(t) \in N\} = 0$$

for residually many $\gamma \in \Gamma(X)$. Recall that a set is called residual if its complement is of the first category. Note that the definition of $\Gamma$-null sets involves both the concepts of measure and category. A possibly non Borel subset of $X$ is called $\Gamma$-null if it is contained in a Borel $\Gamma$-null set.

The $\Gamma$-null sets clearly form a $\sigma$-ideal of subsets of $X$. It can be verified that if $\dim X < \infty$ then the $\Gamma$-null sets coincide with the sets of Lebesgue measure 0 (like e.g. the classes of Gauss or Haar null sets).

With a proof which is perhaps even simpler than that of Theorem 2 it follows that Theorem 2 remains valid if we require the exceptional set to be $\Gamma$-null.

In order to study Fréchet differentiability in the context of $\Gamma$-null sets a new concept is needed:

Let $\gamma : X \to Y$ be a map. We say that $x \in X$ is a regular point of $\gamma$ if for every $v \in X$ for which the directional derivative $\gamma'(x,v)$ exists

$$\lim_{t \to 0} \frac{f(x + tu + tv) - f(x + tu)}{t} = \gamma'(x,v)$$

uniformly in $u$ with $\|u\| \leq 1$.

It is not hard to prove that if $\gamma : X \to R$ is convex and continuous then every $x \in X$ is a regular point of $\gamma$. Another easy fact is that if $\gamma : X \to Y$ is Lipschitz then the set of irregular points of $\gamma$ is a $\sigma$-porous subset of $X$.

The main result on Fréchet differentiability in the context of $\Gamma$-null sets is the following.

**Theorem 13** ([20]). Let $X$ and $Y$ be separable Banach spaces with $Y$ having the RNP and let $L$ be a separable subspace of the space of bounded linear operators from $X$ to $Y$. Then any Lipschitz map $\gamma : X \to Y$ whose Gâteaux derivatives belong to $L$ (whenever they exist) is Fréchet differentiable at $\Gamma$-almost every point $x \in X$ at which it is regular and Gâteaux differentiable.

This is a strong theorem and its proof is hard. It follows in particular that any convex continuous function $\gamma : X \to R$ where $X$ is Asplund is Fréchet differentiable $\Gamma$-almost everywhere. Thus in view of Theorem 6 the notions of $\Gamma$-null and Gauss null sets are incomparable (at least when $X$ is superreflexive). One can decompose $X$ as a union of disjoint Borel sets $X = A_0 \cup B_0$ with $A_0$ $\Gamma$-null and $B_0$ Gauss null.

It follows also from Theorem 13 that if $X$ is a separable Asplund space and $Y$ has the RNP then for every sequence of convex continuous functions $\{f_i\}_{i=1}^\infty$ from $X$ to $R$ and
every sequence \( \{f_i\}_{i=1}^{\infty} \) of Lipschitz functions from \( X \) to \( Y \), there is a point \( x \) so that all the \( \{f_i\}_{i=1}^{\infty} \) are Fréchet differentiable at \( x \) and all the \( \{g_j\}_{j=1}^{\infty} \) are Gâteaux differentiable at \( x \). This result cannot be deduced from the preceding results. Till now we knew only that a Lipschitz \( f : X \to Y \) is Gâteaux differentiable outside a Gauss null set while the generic result involving Fréchet differentiability of convex functions involved \( \sigma \)-porous sets.

Another consequence of Theorem 13 is the fact that every Lipschitz \( f : X \to R \) where \( X \) is a separable Asplund space is Fréchet differentiable \( \Gamma \)-almost everywhere if and only if every porous (and therefore \( \sigma \)-porous) set in \( X \) is \( \Gamma \)-null. The "only if" part follows from the simple observation in Example 4'.

In view of this result it is worthwhile to investigate those spaces \( X \) such that any \( \sigma \)-porous set in \( X \) is \( \Gamma \)-null. For this purpose we introduce the following concepts.

A set \( A \subset X \) is said to be \( c \)-porous in the direction of a subspace \( Y \subset X \) if for every \( x \in A \) there is a sequence \( \{y_n\}_{n=1}^{\infty} \) in \( Y \) with \( \|y_n\| \downarrow 0 \) and \( B_X(x + y_n, c\|y_n\|) \cap A = \emptyset \) for all \( n \).

A decreasing sequence \( \{X_k\}_{k=1}^{\infty} \) of subspaces of \( X \) is said to be asymptotically \( c \)-porous if there is a constant \( C < \infty \) such that for every integer \( n \)

\[
(\exists k_1 \in \mathcal{N})(\forall u_1 \in X_{k_1})(\exists k_2 \in \mathcal{N})(\forall u_2 \in X_{k_2}) \cdots (\exists k_n \in \mathcal{N})(\forall u_n \in X_{k_n})
\]

\[
\|u_1 + u_2 + \cdots + u_n\| \leq C \max(\|u_1\|, \|u_2\|, \ldots, \|u_n\|).
\]

The main tool for verifying that in certain spaces every \( \sigma \)-porous set is \( \Gamma \)-null is the following

**Theorem 14a ([20])**. Suppose that the space \( X \) has a decreasing sequence of subspaces \( \{X_k\}_{k=1}^{\infty} \) which is asymptotically \( c \)-porous. Then for every \( 0 < c < 1 \) every set \( A \subset X \) which is \( c \)-porous in the direction of all the subspaces \( \{X_k\}_{k=1}^{\infty} \) is \( \Gamma \)-null.

As a consequence of Theorem 14a one deduces

**Theorem 14b ([20])**. If \( X \) is a subspace of \( c_0 \), or a space \( C(K) \) with \( K \) countable compact, or the Tsirelson space \( T \), then all the \( \sigma \)-porous subsets of \( X \) are \( \Gamma \)-null.

The Tsirelson space is a reflexive space with an unconditional basis which is asymptotically \( c_0 \) but (clearly) does not contain \( c_0 \) as a subspace. Such a space was first constructed in [33].

We shall see in the next section that if \( X = \ell_p \), \( 1 < p < \infty \), then \( X \) fails to have the property that its \( \sigma \)-porous subsets are \( \Gamma \)-null.

For \( X \) a subspace of \( c_0 \) or for \( X = C(K) \) with \( K \) countable compact it is easy to check that whenever \( Y \) has the RNP the space of bounded linear operators from \( X \) to \( Y \) is separable. Hence one gets from Theorem 13 and Theorem 14b

**Theorem 14c ([20])**. If \( X \) is a subspace of \( c_0 \) or the space \( C(K) \) with \( K \) countable compact then every Lipschitz function from \( X \) to a space \( Y \) with the RNP is Fréchet differentiable \( \Gamma \)-almost everywhere.
6. The mean value theorem

In Section 1 we already used a very simple form of the mean value theorem for functions which are Gâteaux differentiable on a segment. A little more general result whose proof is again very simple is the following.

Let $X$ be a separable Banach space and $Y$ a space having the RNP. Let $D$ be a convex open set in $X$ and let $f : D \to Y$ be a Lipschitz function. Let $D_0 \subset D$ be the subset of points in $D$ where $f$ is Gâteaux differentiable. (We know by Theorem 2 that $D \setminus D_0$ is Gauss null.) Then if we put for $u \in X$

$$R_u = \left\{ \frac{f(x + tu) - f(x)}{t} : x, x + tu \in D \text{ and } t > 0 \right\} \subset Y$$

$$\tilde{R}_u = \{ Df(x)u : x \in D_0 \} \subset Y$$

then the closed convex hull of $R_u$ coincides with the closed convex hull of $\tilde{R}_u$.

This observation is an easy consequence of the separation theorem and the property of Gauss null sets which ensures that whenever $x, x + tu \in D$ there is a point $x_0$ arbitrarily close to $x$ so that $x_0 + su \in D_0$ for almost all $0 < s < t$.

As in other questions, the situation with Fréchet derivatives is much more delicate. For Lipschitz functions $f : X \to \mathbb{R}$ where $X$ is Asplund it follows from the description given above of the proof of Theorem 12 that if $S$ is any slice of the set of Gâteaux derivatives of $f$ then there is a point $x \in X$ such that $f$ is Fréchet differentiable at $x$ and $Df(x) \in S$. This can be expressed in other words as follows (if we consider just functions defined on an open set). Let $D$ be a convex open subset in $X$ with $X$ Asplund and let $f$ be a Lipschitz function from $D$ to $\mathbb{R}$. Let $u, v \in D$ and let $m < f(v) - f(u)$. Then there is a point $x \in D$ so that $f$ is Fréchet differentiable at $x$ and $Df(x)(v - u) > m$. (This fact is contained in both proofs of Theorem 12, the one in [29] and the one in [19] which was very briefly outlined in Section 5.)

It follows in particular from the result above that if at all points where $f$ is Fréchet differentiable $Df(x) = 0$ then $f$ has to be a constant.

The formulation of the result above in terms of slices makes sense also for functions with a range space $Y$ of dimension $> 1$. For example, the natural formulation of the mean value theorem for Fréchet derivatives for a Lipschitz function $f : X \to \mathbb{R}^n$ with $X$ Asplund would be the following: Any slice $S$ of the set of Gâteaux derivatives of $f$ (which is a subset in the set of operators from $X$ to $\mathbb{R}^n$, or equivalently $X^* \oplus \cdots \oplus X^*$ ($n$ summands)) contains an element of the form $Df(x)$ where $f$ is Fréchet differentiable at $x$.

At this stage it would be impossible to assert that this mean value theorem is true for every Asplund space $X$ since we do not even know if there are at all points of Fréchet differentiability of $f$. We know however by Theorem 8 that if $X$ is uniformly smooth (or more generally asymptotically uniformly smooth) then $f$ has points of $\varepsilon$-Fréchet differentiability for every $\varepsilon > 0$. The following very delicate and surprising example from [30] shows that the mean value theorem for Fréchet derivatives is false even if we talk of $\varepsilon$-Fréchet derivatives.

**Example 6.** Let $1 < p < \infty$ and $n$ be an integer with $n > p$. Then there is a Lipschitz
map \( f = (f_1, f_2, \ldots, f_n) \) from \( \ell_p \) to \( \mathbb{R}^n \) such that
\[
\sum_{j=1}^n Df_j(x) e_j = 0
\]
where \( \{e_j\}_{j=1}^\infty \) is the basis of \( \ell_p \), whenever \( f \) is Fréchet differentiable at \( x \). The function \( f \) is Gâteaux differentiable at the origin with \( \sum_{j=1}^n Df_j(0)e_j = 1 \). Whenever \( f \) is Gâteaux differentiable at a point \( x \) with \( \sum_{j=1}^n Df_j(x)e_j \neq 0 \) the function \( f \) fails to be even \( \epsilon \)-Fréchet differentiable for \( \epsilon = \epsilon(x) = c \left| \sum_{j=1}^n Df_j(x)e_j \right| \) with a suitable \( c > 0 \).

The construction of this example and the proof that it has the desired properties is very complicated. In order not to make the reading of this proof even more complicated than necessary for the potential reader we point out a bad misprint in [30]. On page 227 in the statement of Lemma 2 and in many places on pages 228 and 229 there is a meaningless symbol \( g \) in the formulas. Whenever this symbol occurs it should be replaced by \( g \left( \frac{\|x_m\|}{r_m} \right) \).

In terms of slices Example 6 states that the non empty slice
\[
S = \left\{(Df_1(x), Df_2(x), \ldots, Df_n(x)) : \sum_{j=1}^n Df_j(x)e_j > \frac{1}{2} \right\}
\]
of the set of Gâteaux derivatives of \( f \) contains no \( Df(x) \) at a point \( x \) in which \( f \) is Fréchet differentiable (or even only \( \epsilon \)-Fréchet differentiable for a suitable fixed \( \epsilon \)). It is clear from this that the proof of Theorem 12 in [19], as outlined in Section 5, cannot be generalized in an obvious way to maps from \( X \) to \( \mathbb{R}^n \) with \( n \geq 2 \).

We return now to the \( \Gamma \)-null sets discussed in the previous section. In this setting we have

**Theorem 15 ([20])**. Let \( f : X \to Y \) be a Lipschitz function which is Fréchet differentiable at \( \Gamma \)-almost every point of \( X \). Then for any slice \( S \) of the set of Gâteaux derivatives of \( f \) the set of points \( x \) so that \( f \) is Fréchet differentiable at \( x \) and \( Df(x) \in S \) is not \( \Gamma \)-null.

It follows from this result combined with Theorem 13 and Example 6 that in \( \ell_p \), \( 1 < p < \infty \), not every porous set is \( \Gamma \)-null.

The next theorem shows that Example 6 is in some sense optimal, at least in the case of \( \ell_2 \).

**Theorem 16a ([21])**. Let \( f \) be a Lipschitz map from \( \ell_2 \) to \( \mathbb{R}^2 \). Then for every slice \( S \) of the set of Gâteaux derivatives of \( f \) and every \( \epsilon > 0 \) there is a point \( x \in X \) such that \( f \) is \( \epsilon \)-Fréchet differentiable at \( x \) and \( Df(x) \in S \).

The strategy of the proof of Theorem 16a is the following: Given a \( \sigma \)-porous set \( A \) in \( X \) (which in the application to the proof of Theorem 16a will be the set of irregular points of \( f \)) and a 2-dimensional surface \( \gamma : [0,1]^2 \to X \) we want to modify \( \gamma \) to a ”nearby” surface \( \hat{\gamma} \) which does not hit \( A \). This modification is a rather tedious iterative procedure which is done locally at the points where the range of \( \gamma \) hits \( A \). The key ingredient in the
proof is that of replacing γ locally, at neighborhoods of appropriate points, by pieces of a
catenoid (which is, as well known, a surface with minimal surface area).

The same procedure can be done with curves (one-dimensional surfaces) and this works
for a general Asplund space X which has the RNP.

In order to state these modification results formally we first define what exactly we
mean by finite-dimensional surfaces and what topology we take on them.

For a Banach space X we define \( \Gamma_n(X) \) to be the space of continuous maps \( \gamma : [0,1]^n \to \)
X having a distributional derivative \( \gamma' \in L_2([0,1]^n, Y) \), where \( Y \) is the space of operators
from \( \mathbb{R}^n \) to \( X \), with the norm

\[
\|\gamma\|_{\Gamma_n(X)} = \sup_{t \in [0,1]^n} |\gamma(t)| + \left( \int_{[0,1]^n} \|\gamma'(t)\|^2 dt \right)^{1/2}.
\]

All the \( \Gamma_n(X) \) are Banach spaces (i.e. complete).

**Theorem 16b ([21]).**

1. Assume that X is a separable Asplund space with the RNP and let \( A \subset X \) be a
porous set. Then

\[
\{ \gamma \in \Gamma_1(X) : \mu\{t : \gamma(t) \in A\} = 0 \}
\]
is residual in \( \Gamma_1(X) \).

2. Let \( X = \ell_2 \), and \( A \subset X \) a porous set. Then

\[
\{ \gamma \in \Gamma_2(\ell_2) : \mu\{t : \gamma(t) \in A\} = 0 \}
\]
is residual in \( \Gamma_2(X) \).

It is not clear that the assumption that X has the RNP is needed in statement 1 of the
theorem.

Example 6 shows that statement 2 of the theorem is no longer valid if \( X = \ell_p \) with
\( 1 < p < 2 \).

Example 6 shows also that there is no analogue of statement 2 for \( \Gamma_3(\ell_2) \).

7. Open problems

There are several (implicit or explicit) open problems which are scattered in the material
of the previous sections. Here we shall state four explicit problems which seem to be of
central interest in the subject matter of the present survey.

Problem 1: Does there exist an example of a pair of separable Banach spaces X and
Y so that every Lipschitz map \( f : X \to Y \) has for every \( \epsilon > 0 \) points of \( \epsilon \)-Fréchet
differentiability but so that there is a Lipschitz map \( f : X \to Y \) which has no point of
Fréchet differentiability?

We do not know of any criterion for the non existence of points of Fréchet differentiabil-
ity which does not automatically show that points of \( \epsilon \)-Fréchet differentiability fail to
exist for \( \epsilon \) small enough. The most evident special case of the problem is the case where
\( X = \ell_2 \) and \( Y = \mathbb{R}^n \) with \( 1 < n < \infty \).
Problem 2: Is it true that every Lipschitz map \( f : X \to Y \) for a pair of separable spaces has points of \( \varepsilon \)-Fréchet differentiability for every \( \varepsilon > 0 \) if and only if the space of bounded linear operators from \( X \) to \( Y \) has the RNP?

This is an attractive problem which shows that there is conceivably an elegant characterization of all such pairs \( X \) and \( Y \). At present there are only partial positive results to the "if" or the "only if" part of this question.

It is clear that if the space of bounded linear operators from \( X \) to \( Y \) has the RNP then both \( X^* \) and \( Y \) must have the RNP. It is known that for separable \( X \), the dual space \( X^* \) has the RNP iff \( X^* \) is separable. It was mentioned above that these assertions on \( X^* \) and \( Y \) are necessary if every \( f : X \to Y \) has points of \( \varepsilon \)-Fréchet differentiability for every \( \varepsilon > 0 \).

It is known (see [9]) that if \( X^* \) is separable and \( Y \) is a separable space with the RNP and if every bounded linear operator from \( X \) to \( Y \) is compact then the space of bounded linear operators from \( X \) to \( Y \) has the RNP. It follows from Theorem 4 that if \( X \) or \( Y \) have an unconditional basis then the assumption that every bounded linear operator from \( X \) to \( Y \) is compact is also a necessary condition for \( \varepsilon \)-Fréchet differentiability of Lipschitz functions. Thus the missing piece of information for answering the "only if" part of Problem 2 is what happens to Theorem 4 if we drop the unconditionality assumption. In particular assume that \( X \) is a hereditary indecomposable space in the sense of [11] (where the existence of such spaces is proved). Does every Lipschitz map from \( X \) to itself have points of \( \varepsilon \)-Fréchet differentiability?

On the "if" part of Problem 2 the existing information is even more fragmentary. The main known positive results are presented in Section 4 above.

Problem 3: Assume that \( X \) is a separable Asplund space (or even a superreflexive space). Can the set of points of Gâteaux differentiability of a Lipschitz map from \( X \) to a space \( Y \) with the RNP be a \( \sigma \)-porous set? With \( X \) as above can the decomposition result of [30] be strengthened so that \( X \) can be decomposed into a union of Borel sets \( A \cup B \) with \( A \) a \( \sigma \)-porous set and \( B \) belonging to the class \( \mathcal{A} \) (see the end of Section 2)? Of course a positive answer to the first question implies a positive answer to the second question.

Problem 4: Assume that \( X^* \) is separable, \( \{f_i\}_{i=1}^\infty \) a sequence of Lipschitz functions from \( X \) to \( R \) with \( \{\text{Lip } f_i\}_{i=1}^\infty \) bounded and \( g \) a Lipschitz map from \( X \) to a space \( Y \) with the RNP. Does there exist for every \( \varepsilon > 0 \) a point \( x \in X \) such that all the \( \{f_i\} \) are \( \varepsilon \)-Fréchet differentiable at \( x \) and \( g \) is Gâteaux differentiable at \( x \)?

We know from Theorem 14b that the answer is positive for some such spaces \( X \) (with even \( \varepsilon \)-Fréchet differentiability replaced by Fréchet differentiability). For superreflexive \( X \) and more generally spaces \( X \) having an asymptotically uniformly smooth norm there is a positive answer to this question if we are given only a finite sequence \( \{f_i\}_{i=1}^n \) of maps from \( X \) to \( R \). Unfortunately the methods of proof in both [18] and [14] do not seem to make it possible to pass from a finite sequence of real-valued maps to an infinite sequence. Thus Problem 2 is open for superreflexive \( X \). Again, the most interesting open case is \( X = \ell_2 \).

Problem 4 is related to the question of Lipschitz equivalence of Banach spaces discussed in Section 1. It was noted in Section 1 that if \( g \) is a Lipschitz equivalence between \( X \) and \( Y \) and if there is a point \( x \) where \( g \) is Gâteaux differentiable and \( \varepsilon \)-Fréchet differentiable for \( \varepsilon \) small enough then \( D_g(x) \) is a linear isomorphism from \( X \) onto \( Y \). A minor change
in this proof shows the same conclusion holds if $g$ is Gâteaux differentiable at $x$ and the
sequence of functions $\{y_n \circ g\}_{n=1}^\infty$ are $\epsilon$-Fréchet differentiable at $x$ with $\epsilon$ small enough
and $\{y_n^*\}_{n=1}^\infty$ being a norming sequence of functionals in $BY$. As a consequence of this remark and Theorem 14b we get that if $g : T \to Y$ is a Lipschitz equivalence (where $T$ is the Tsirelson space) then there is a point $x \in T$ such that $Dg(x)$ is a linear isomorphism from $T$ onto $Y$. We used here the trivial fact that the RNP is invariant with respect to Lipschitz equivalence.

The Tsirelson space $T$ is the first example of this kind. Previously there were many examples of Banach spaces $X$ such that every space $Y$ which is Lipschitz equivalent to $X$ must be linearly isomorphic to $X$. This was proved in [12] for $X = \ell_p$ or $L_p(0,1)$ if $1 < p < \infty$ and also for $X = \ell_1$ is case $Y$ is assumed to be a conjugate space. The proof in [12] used the existence of Gâteaux derivatives of the Lipschitz equivalence $g : X \to Y$. However in order to get an isomorphism onto they had to use the decomposition method of Pelczynski. Their proof does not show that $Dg(x)$ is a linear surjective isomorphism for some $x \in X$. In [10] it is proved that if $Y$ is Lipschitz equivalent to $c_0$ then $Y$ is linearly isomorphic to $c_0$. Their argument does not even use Gâteaux differentiability since $c_0$ does not have the RNP. To show the delicacy of this result we point out that if $g$ is a Lipschitz equivalence from $X$ into $c_0$ we cannot deduce that $X$ is linearly isomorphic to a subspace of $c_0$ (in case of spaces with the RNP such a result follows trivially, as pointed out in Section 1, by taking the Gâteaux derivate of $g$ at a point). In fact, it is proved in[1] that any separable Banach space is Lipschitz equivalent to a subspace of $c_0$. Most Banach spaces (like $\ell_p$, $1 \leq p < \infty$, or $C(0,1)$) are easily seen not to be isomorphic to a subspace of $c_0$. We conclude by remarking that by Theorem 14b and the observations made above, it follows that if $g$ is a Lipschitz quotient map from $T$ onto a separable Banach space $Y$, then by taking $Df(x)$ at a suitable $x$ we get a linear quotient map from $T$ onto $Y$.
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Abstract

For $1 \leq p \leq 2$ let $E$ be a $p$-concave symmetric Banach sequence space, so in particular contained in $\ell_p$. It is proved in [14] and [15] that for each weakly $2$-summable sequence $(x_n)$ in $E$ the sequence $(\|x_n\|_p)$ of norms in $\ell_p$ is a multiplier from $\ell_p$ into $E$. This result is a proper improvement of well-known analogues in $\ell_p$-spaces due to Littlewood, Orlicz, Bennett and Carl, which had important impact on various parts of analysis. We survey on a series of recent articles around this cycle of ideas, and prove new results on approximation numbers and strictly singular operators in sequence spaces. We also give applications to the theories of eigenvalue distribution and interpolation of operators.

MCS 2000 Primary 47B10; Secondary 46M35, 47B06

1. Introduction

Dirichlet proved that a sequence in a finite-dimensional Banach space is absolutely summable if and only if it is unconditionally summable. For infinite-dimensional Banach spaces this is not true: The Dvoretzky–Rogers Theorem asserts that for every sequence $\lambda = (\lambda_n) \in \ell_2$ and every Banach space $X$ there exists an unconditionally summable sequence $(x_n)$ in $X$ with $\|x_n\|_X = |\lambda_n|$ for all $n$, hence for any given sequence space $E$ properly contained in $\ell_2$ there exists in every Banach space $X$ an unconditionally summable sequence $(x_n)$ such that $(\|x_n\|_X) \not\in E$. However, this result is false for $E = \ell_2$: There
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exist Banach spaces $X$ in which every unconditionally summable sequence is absolutely 2-summable, e.g. $X = \ell_p$, $1 \leq p \leq 2$, a famous result due to Orlicz [37]. Moreover, the collection of all unconditionally summable sequences in a Banach space $X$ may be better than absolutely 2-summable if considered as sequences in a larger Banach space $Y \supseteq X$; a well-known inequality of Littlewood [31] asserts that every unconditionally summable sequence in $X = \ell_1$ is absolutely $4/3$-summable if considered as a sequence in $Y = \ell_{4/3}$.

In terms of absolutely summing operators, a notion introduced in the late 60's by Pelczyński and Pietsch (for the definition see Section 3), Orlicz's and Littlewood's results read as follows: The identity operator $id : \ell_p \hookrightarrow \ell_p$, $1 \leq p \leq 2$ is absolutely $(2,1)$-summing, and the identity operator $id : \ell_1 \hookrightarrow \ell_{4/3}$ is absolutely $(4/3,1)$-summing. Bennett [2] and (independently) Carl [5] extended these results as follows: For $1 \leq p \leq q \leq 2$ the identity operator $id : \ell_p \hookrightarrow \ell_q$ is absolutely $(r,1)$-summing, where $1/r = 1/p - 1/q + 1/2$, or, equivalently, absolutely $(s,2)$-summing, where $1/s = 1/p - 1/q$. We remark that Wojciechowski, answering a question of Pelczyński, recently in [46] has proved an analogue for Sobolov embeddings, using the original result of Bennett and Carl.

Motivated by a study of Bennett–Carl type inequalities within the setting of Orlicz sequence spaces in [32], the following proper extension was given in [16] (the case $p = 2$) and [15] (general case): For $1 \leq p \leq 2$ and a $p$-concave symmetric Banach sequence space $E$ the identity operator $id : E \hookrightarrow \ell_p$ is $(M(\ell_p, E),2)$-summing, where $M(\ell_p, E)$ denotes the space of multipliers from $\ell_p$ into $E$ (for the notions of $p$-concavity and $(M(\ell_p, E),2)$-summability see Section 2 and Section 3, respectively). In particular, for each 2-concave symmetric Banach sequence space $E$ every unconditionally summable sequence $(x_n)$ satisfies $(\|x_n\|_{\ell_2}) \in E$.

As in the classical case of Bennett–Carl, this result has interesting consequences in various parts of analysis. Besides a sketch of the proof of the main result from above, we report on applications to the following topics:

- Strictly singular identity operators
- Approximation numbers of identity operators
- Eigenvalues of compact operators
- Interpolation of operators
- Mixing identities between sequence spaces and unitary ideals

We mainly survey recent results for summing inclusions in sequence spaces from [6], [16], [15], [17], [32], [14] and [35]; the results from the first two topics seem to be new. We do not consider Grothendieck and Kwapien type results on summing operators defined on $\ell_1$ or $\ell_\infty$; we only remark that ideas similar to those used here in [8] lead to a recent extension within the framework of Orlicz sequence spaces.

2. Preliminaries

If $f$ and $g$ are real-valued functions we write $f \prec g$ whenever there is some $c \geq 0$ such that $f(t) \leq c g(t)$ for $t$ in the domain of $f$ and $g$, and $f \asymp g$ whenever $f \prec g$ and $g \prec f$. 
We use standard notation and notions from Banach space theory, as presented e.g. in [29], [30] and [45]. If $E$ is a Banach space, then $B_E$ denotes its (closed) unit ball and $E'$ its dual space. For all information on Banach operator ideals and s-numbers see [19], [25], [42] and [43]. As usual $\mathcal{L}(E, F)$ denotes the Banach space of all (bounded and linear) operators from $E$ into $F$ endowed with the operator norm. For basic results and notation from interpolation theory we refer to [4] and [3].

Throughout the paper by a Banach sequence space we mean a real Banach lattice $E$ which is modelled on the set $\mathbb{J}$ and contains an element $x$ with $\text{supp } x = \mathbb{J}$, where $\mathbb{J} = \mathbb{Z}$ is the set integers or $\mathbb{J} = \mathbb{N}$ is the set of positive integers. A Banach sequence space $E$ modelled on $\mathbb{N}$ is said to be symmetric provided that $\| (x_n) \|_E = \| (x_n^*) \|_E$, where $(x_n^*)$ denotes the decreasing rearrangement of the sequence $(x_n)$. A Banach sequence space $E$ is said to be maximal if the unit ball $B_E$ is closed in the pointwise convergence topology induced by the space $\omega$ of all real sequences, and $\sigma$-order continuous if $x_n \downarrow 0$ in $E$ pointwise implies $\lim_n \| x_n \|_E = 0$. Note that this condition is equivalent to $E^x = E'$, where as usual

$$E^x := \{ x = (x_n) \in \omega ; \sum_{n \in \mathbb{J}} |x_n y_n| < \infty \text{ for all } y = (y_n) \in E \}$$

is the Köthe dual of $E$. Note that $E^x$ is a maximal (symmetric, provided that $E$ is) Banach sequence space under the norm

$$\| x \| := \sup \{ \sum_{n \in \mathbb{J}} |x_n y_n| ; \| y \|_E \leq 1 \}.$$ 

The fundamental function $\lambda_E(n)$ of a symmetric Banach sequence space $E$ is defined by

$$\lambda_E(n) := \| \sum_{i=1}^n e_i \|_E, \quad n \in \mathbb{N};$$

throughout the paper $(e_n)$ will denote the standard unit vector basis in $c_0$ and $E_n$ the linear span of the first $n$ unit vectors. By $(\xi_i)_{i=1}^n$ we denote the sequence $\sum_{i=1}^n \xi_i \cdot e_i$.

The notions of $p$-convexity and $q$-concavity of a Banach lattice are crucial throughout the article. For $1 \leq p, q < \infty$ a Banach lattice $X$ is called $p$-convex and $q$-concave, respectively, if there exist constants $C_p > 0$ and $C_q > 0$ such that for all $x_1, \ldots, x_n \in X$

$$\left\| \left( \sum_{i=1}^n |x_i|^p \right)^{1/p} \right\|_X \leq C_p \cdot \left( \sum_{i=1}^n \| x_i \|^q_X \right)^{1/p}, \quad (2.1)$$

and

$$\left( \sum_{i=1}^n \| x_i \|^q_X \right)^{1/q} \leq C_q \cdot \left\| \left( \sum_{i=1}^n |x_i|^q \right)^{1/q} \right\|_X, \quad (2.2)$$

respectively. We denote by $\mathbf{M}^{(p)}(X)$ and $\mathbf{M}^{(q)}(X)$ the smallest constants $C_p$ and $C_q$ which satisfy (2.1) and (2.2), respectively. Each Banach function space $X$ is 1-convex with $\mathbf{M}^{(1)}(X) = 1$, and the properties "$p$-convex" and "$q$-concave" are "decreasing in $p$" and "increasing in $q". Recall that for $1 \leq p < \infty$ the space $L_p(\mu)$ is $p$-convex and $p$-concave with constants equal to 1. It can be easily seen that a maximal Banach sequence space $E$ which is $p$-convex and $q$-concave satisfies $\ell_p \hookrightarrow E \hookrightarrow \ell_q$. 
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For two Banach sequence spaces $E$ and $F$ the space $M(E, F)$ of multipliers from $E$ into $F$ consists of all scalar sequences $x = (x_n)$ such that the associated multiplication operator $(y_n) \mapsto (x_n y_n)$ is defined and bounded from $E$ into $F$. $M(E, F)$ is a (maximal and symmetric provided that $E$ and $F$ are) Banach sequence space equipped with the norm

$$
\|x\|_{M(E, F)} := \sup \{\|x y\|_F : y \in B_E\}.
$$

Note that if $E$ is a Banach sequence space then $M(E, \ell_1) = E^\times$.

### 3. Summing identity maps

The following definition is a natural extension of the notion of absolutely $(r, p)$-summing operators. For two Banach spaces $E$ and $F$ we mean by $E \hookrightarrow F$ that $E$ is contained in $F$, and the natural identity map is continuous; in this case we put $c_F^E := \|\text{id} : E \hookrightarrow F\|$ and $c_F^F := c_F^\ell_p$ whenever $\ell_p \hookrightarrow F$. If $F$ is a Banach sequence space with $\|e_n\|_F = 1$ for all $n \in \mathbb{N}$, then obviously $\ell_1 \hookrightarrow F$ and $c_F^\ell_1 = 1$, and in particular $E^\times \hookrightarrow M(E, F)$ and $c_F^{M(E,F)} = 1$ for each Banach sequence space $E$.

**Definition 3.1.** Let $E$ and $F$ be Banach sequence spaces on $\mathbb{J}$ such that $F \hookrightarrow E$. Then an operator $T : X \rightarrow Y$ between Banach spaces $X$ and $Y$ is called $(E, F)$-summing (resp., $(E, p)$-summing whenever $F = \ell_p$, $1 \leq p \leq \infty$) if there exists a constant $C > 0$ such that for all $n \in \mathbb{N}$ and $x_i \in X$, $i \in A_n$ with $A_n := \{-n, \ldots, n\}$ in the case when $\mathbb{J} = \mathbb{Z}$, and $A_n := \{1, \ldots, n\}$ when $\mathbb{J} = \mathbb{N}$, the following inequality holds:

$$
\left\| \sum_{i \in A_n} \|T x_i\|_Y e_i \right\|_E \leq C \cdot c_F^E \cdot \sup_{x' \in B_{X'}} \left\| \sum_{i \in A_n} \langle x', x_i \rangle e_i \right\|_F .
$$

We write $\pi_{E,F}(T)$ for the smallest constant $C$ with the above property. The space of all $(E, F)$-summing (resp., $(E, p)$-summing) operators between Banach spaces $X$ and $Y$ is denoted by $\Pi_{E,F}(X, Y)$ (resp., $\Pi_{E,p}(X, Y)$). If $\|e_n\|_E = \|e_n\|_F = 1$, we obtain the Banach operator ideal $\Pi_{E,F}$, in particular for $E = \ell_1$ (resp., $\ell_\infty$) the well-known Banach operator ideal $(\Pi_{r,p}, \pi_{r,p})$ of all absolutely $(r, p)$-summing operators. In a different context than the one considered here summing norms with respect to sequence spaces appear also in [8] and [34].

We note an obvious fact, however useful in the sequel, that an operator $T : X \rightarrow Y$ is $(E, p)$-summing if and only if

$$
\sup_m \|\hat{T}_m\| < \infty,
$$

where

$$
\hat{T}_m : \mathcal{L}(\ell_p^m, X) \rightarrow E(Y), \quad \hat{T}_m(S) := \sum_{j \in A_m} (T S e_j) e_j;
$$

here as usual, $E(Y)$ stands for the vector space of all sequences $(y_n)$ in $Y$ such that $\|(y_n)\|_E \in E$, which together with the norm (resp., quasi-norm) $\|\|(y_n)\||_{E(Y)} := \|\|(y_n)\||_E$ forms a Banach space (resp., a quasi-Banach space).
As already explained in the introduction the following result from [16] and [15] extends results of Littlewood, Orlicz, Bennett and Carl as well as of Maligranda and Mastyło, and it is crucial for all our further considerations.

**Theorem 3.2.** For $1 \leq p \leq 2$ let $E$ be a $p$-concave symmetric Banach sequence space. Then the identity map $\text{id} : E \leftrightarrow \ell_p$ is $(M(\ell_p, E), 2)$-summing.

The proof follows by abstract interpolation theory. In order to show that

$$\sup_m \|\widehat{id}_m : \mathcal{L}(\ell^m_2, E) \rightarrow M(\ell_p, E)(\ell_p)\| < \infty,$$

we interpolate between the trivial case

$$(\text{id} : \ell_p \leftrightarrow \ell_p) \in \Pi_{\infty, 2}$$

and the fact that

$$(\text{id} : \ell_1 \leftrightarrow \ell_p) \in \Pi_{p', 2},$$

which is due to Kwapień [28] (global case) and Grothendieck ($p = 2$). By (3.1) this means that

$$\sup_m \|\widehat{id}_m : \mathcal{L}(\ell^m_2, \ell_p) \rightarrow \ell_\infty(\ell_p)\| < \infty$$

and

$$\sup_m \|\widehat{id}_m : \mathcal{L}(\ell^m_2, \ell_1) \rightarrow \ell_{p'}(\ell_p)\| < \infty.$$

Now the aim is to find an exact interpolation functor $\mathcal{F}$ such that

$$M(\ell_p, E) = \mathcal{F}(\ell_{p'}, \ell_\infty);$$

based on the well known result of Calderón-Mityagin which yields that each maximal and symmetric Banach sequence space is an interpolation space with respect to the couple $(\ell_1, \ell_\infty)$, it is shown in [16] and [15] that this is possible. By interpolation we obtain

$$\sup_m \|\widehat{id}_m : \mathcal{F}(\mathcal{L}(\ell^m_2, \ell_1), \mathcal{L}(\ell^m_2, \ell_p)) \rightarrow M(\ell_p, E)(\ell_p)\| < \infty.$$

Finally it remains to prove that

$$\sup_m \|\text{id} : \mathcal{L}(\ell^m_2, E) \leftrightarrow \mathcal{F}(\mathcal{L}(\ell^m_2, \ell_1), \mathcal{L}(\ell^m_2, \ell_p))\| < \infty,$$

a Kouba type interpolation formula (see [26], and for more recent development [18] and [9]). This crucial step is established with a variant of the Maurey–Rosenthal factorization theorem: Since $E$ is $p$-concave, each operator $T$ allows a factorization
with \( \|R\| \cdot \|\lambda\|_{M(\ell_p, E)} \leq \sqrt{2} \cdot M_1(E) \cdot \|T\| \) (see [12], [16] and [15]).

Extending well-known formulas by Kwapie\'n and Tomczak-Jaegermann, it was shown in [16, 3.3] that \( \Pi_{E, 1}(X, Y) = \Pi_{M(\ell_2, E), 2}(X, Y) \) whenever \( E \) is 2-concave and \( X \) is of cotype 2. Using this, we obtain as a corollary of Theorem 3.2 the following consequence which turns out to be of particular interest (see also [16, 4.1]):

**Corollary 3.3.** Let \( E \) be a 2-concave symmetric Banach sequence space. Then the identity map \( \text{id} : E \hookrightarrow \ell_2 \) is \((E, 1)\)-summing. In other words, for every unconditionally summable sequence \((x_n)\) in \( E \) the scalar sequence \( \|x_n\|_{\ell_2} \) is contained in \( E \).

This result is optimal in the following sense ([16, 4.6 and 4.7]):

**Corollary 3.4.** Let \( E \) and \( F \) be symmetric Banach sequence spaces such that \( E \) is 2-concave.

(i) Let \( F \) also be 2-concave. Then \( \text{id} : E \hookrightarrow \ell_2 \) is \((F, 1)\)-summing if and only if \( E \hookrightarrow F \).

(ii) Let \( F \) be maximal with \( E \hookrightarrow F \). Then \( \text{id} : E \hookrightarrow \ell_2 \) is \((E, 1)\)-summing if and only if \( \ell_2 \hookrightarrow F \).

For the computation of spaces of multipliers we use powers of sequence spaces: Let \( E \) be a (maximal) symmetric Banach sequence space and \( 0 < r < \infty \) such that \( M^{(\max(1, r))}(E) = 1 \). Then

\[
E^r := \{ x \in \ell_\infty ; |x|^{1/r} \in E \}
\]

endowed with the norm

\[
\|x\|_{E^r} := \| |x|^{1/r} \|_E, \quad x \in E^r
\]

is again a (maximal) symmetric Banach sequence space which is \( 1/\min(1, r) \)-convex. With this a straightforward computation shows the following:

**Proposition 3.5.** For \( 1 < p < \infty \) let \( E \) and \( F \) be symmetric Banach sequence spaces such that \( E \) is \( p \)-concave with \( M_{(p)}(E) = 1 \) and \( F \) is \( p \)-convex with \( M_{(p)}(F) = 1 \). Then

\[
M(\ell_p, E) = \left( (E^\times)^{p'} \times \right)^{1/p} \quad \text{and} \quad \lambda_{M(\ell_p, E)}(n) = \frac{\lambda_{E}(n)}{n^{1/p}},
\]

and

\[
M(F, \ell_p) = \left( (F^\times)^{1/p} \times \right)\quad \text{and} \quad \lambda_{M(F, \ell_p)}(n) = \frac{n^{1/p}}{\lambda_{F}(n)}.
\]

**Proof.** We start with (3.2). Since all involved spaces are maximal, it is obviously enough to show equality of norms for all \( \lambda \in \omega \) with finite support for the first part, and we can also restrict ourselves to the case \( \lambda = |\lambda| \):

\[
\|\lambda\|_{\left( (E^\times)^{p'} \times \right)^{1/p'}} = \|\lambda^{p'}\|_{\left( (E^\times)^{p'} \times \right)^{1/p'}} = \sup_{\|\nu\|_{\ell_\infty} \leq 1} \sup_{\|\mu\|_{\ell_p} \leq 1} \lambda^{p'}\mu = \sup_{\|\nu\|_{\ell_\infty} \leq 1} \sup_{\|\mu\|_{\ell_p} \leq 1} \lambda \mu = \|\lambda\|_E = \|M_\lambda : \ell_p \to E\|.
\]
For the second part of (3.2) note first that
\[
\lambda_{F \times}(n) = n/\lambda_F(n)
\]  
for any symmetric Banach sequence space \( F \) (see e.g. [30, 3.a.6]). Hence,
\[
\lambda_{M(\ell_\rho, E)}(n) = \left\| \frac{1}{n} \sum_{i=1}^{n} e_i \right\|_{((E^\times)^{p'}, E^\times)^{p'}} = \left\| \frac{1}{n} \sum_{i=1}^{n} e_i \right\|_{(E^\times)^{p'}}
\]
\[
= \frac{n^{1/p'}}{\left\| \sum_{i=1}^{n} e_i \right\|_{(E^\times)^{p'}}} = \frac{n^{1/p'}}{\left\| \sum_{i=1}^{n} e_i \right\|_{E^\times}} = \frac{\left\| \sum_{i=1}^{n} e_i \right\|_{E}}{n^{1/p'}}.
\]
Now (3.3) follows by the simple fact that \( M(F, \ell_\rho) = M(\ell_\rho', F^\times) \), the duality relation between convexity and concavity (see e.g. [30, 1.d.4]) and (3.4).

**Example 3.6.** Fix 1 < \( p \leq 2 \).

(a) Let 1 < \( p_1 < p \) and 1 < \( p_2 \leq p \). Then by Creekmore [10] (see also [12]) the Lorentz sequence space \( \ell_{p_1, p_2} \) is \( p \)-concave. In this case \( M(\ell_\rho, \ell_{p_1, p_2}) = \ell_{r_1, r_2} \), where \( 1/r_1 = 1/p_1 - 1/p \) and \( 1/r_2 = 1/p_2 - 1/p \), hence the identity operator \( \text{id} : \ell_{p_1, p_2} \hookrightarrow \ell_\rho \) is \((\ell_{r_1, r_2}, 2)\)-summing.

(b) For 1 < \( q < p \) and a Lorentz sequence \( \omega \) the Lorentz sequence space \( d(\omega, q) \) is \( p \)-concave whenever the sequence \( \omega \) is \( q/(q-p) \)-regular, i.e., \( n \cdot \omega_n^{q/(q-p)} \asymp \sum_{n=1}^{\infty} \omega_n^{q/(q-p)} \) (see [44, Theorem 2]). Hence, in this case the identity operator \( \text{id} : d(\omega, q) \hookrightarrow \ell_\rho \) is \((M(d(\omega, q), 2)\)-summing.

(c) By [24] an Orlicz sequence space \( \ell_\varphi \) is 2-concave if and only if the function \( t \mapsto \varphi(\sqrt{t}) \) is equivalent to a concave function. Hence, in this case the identity operator \( \text{id} : \ell_\varphi \hookrightarrow \ell_2 \) is \((\ell_\varphi, 1)\)-summing. This result was first proved in [32], and we note that the proof presented there is based on the following inequality which is interesting in its own right: If \( \varphi : \mathbb{R}_+ \to \mathbb{R}_+ \) is an Orlicz function, then
\[
\sum_{k=1}^{n} \frac{u_k^2}{v_k^2} \varphi(u_k) \leq C \varphi(\sum_{k=1}^{n} u_k^2)^{1/2} + C \varphi(\sum_{k=1}^{n} u_k^2)^{1/2} \varphi(\sum_{k=1}^{n} v_k^2)^{1/2} \varphi(u_k)
\]
holds for some \( C > 0 \) and all \( u_j \geq 0, v_j \geq 0, 1 \leq j \leq n \) and \( n \in \mathbb{N} \) if and only if \( t \mapsto \varphi(\sqrt{t}) \) is equivalent to a concave function. In [32] the following more general result on summing inclusions between Orlicz sequence spaces is proved: Let \( \varphi_0 \) and \( \varphi_1 \) be Orlicz functions. Then the following statements hold true:

(i) If \( t \mapsto \varphi_0(\sqrt{t}) \) is equivalent to a concave function, then for any \( 0 < \theta < 1 \) and any Orlicz function \( \varphi_1 \) such that \( \varphi_1^{-1}(t) \asymp \varphi_0^{-1}(t)^{1/\theta} \) \((\sqrt{t})^\theta \) the inclusion map \( \ell_{\varphi_0} \hookrightarrow \ell_{\varphi_1} \) is \((\ell_{\varphi_1}, 1)\)-summing, where \( \varphi^{-1}(t) = (\sqrt{t})^{1-\theta} \varphi_0^{-1}(t)^{\theta} \) for \( t \geq 0 \).

(ii) If either \( t \mapsto \varphi_0(\sqrt{t}) \) is equivalent to a concave function and \( \varphi_1 \prec t^2 \) or \( t \mapsto \varphi_0(\sqrt{t}) \) is equivalent to a convex function, \( \varphi_0 \) is supermultiplicative and \( \varphi_1 \prec \varphi_0 \), then the inclusion map \( \ell_{\varphi_0} \hookrightarrow \ell_{\varphi_1} \) is \((\ell_{\varphi_0}, 1)\)-summing.

For other concrete examples of spaces of multipliers see also [33].
4. Strictly singular identity operators

We give an immediate application of Theorem 3.2 to the theory of strictly singular operators; moreover we will also show that it is not possible to avoid the assumption on \( p \)-convexity in Theorem 3.2. Recall that an operator between Banach spaces is called strictly singular if it is no isomorphism on any infinite-dimensional closed subspace.

**Theorem 4.1.** For \( 1 < p \leq 2 \) let \( E \) be a \( p \)-concave symmetric Banach sequence space not isomorphic to \( \ell_p \). Then the identity map \( \text{id} : E \rightarrow \ell_p \) is strictly singular.

**Proof.** Assume that there exists an infinite-dimensional subspace \( F \) of \( E \) such that the induced norm on \( F \) is equivalent to the norm on \( \ell_p \); by [30, 2.a.2] we can choose \( F \) to be complemented in \( \ell_p \) and also isomorphic to \( \ell_p \). Hence, it follows from Theorem 3.2 that the identity map on \( \ell_p \) is \((M(\ell_p, E), 2)\)-summing. But by the Dvoretzky–Rogers Lemma [19, 1.3] there exist \( x_1, \ldots, x_n \in \ell_p \) with \( \sup_{x \in B_{\ell_p}} (\sum_{k=1}^{n} |x'(x_k)|^2)^{1/2} \leq 1 \) and \( \|x_k\|_p \geq 1/2, 1 \leq k \leq n \). Since then by definition

\[
\|\|\|\|_{n=1}^{\infty} \|\|_{p=1}^{\infty} M(\ell_p, E) \| \pi_{M(\ell_p, E), 2}(\text{id}_{\ell_p})
\]

and

\[
\frac{1}{2} \lambda_{M(\ell_p, E)}(n) = \| \sum_{i=1}^{n} 1/2 \|_{M(\ell_p, E)} \leq \| \sum_{i=1}^{n} \|x_i\|_p \|_{M(\ell_p, E)},
\]

we obtain

\[
\sup_{n} \lambda_{M(\ell_p, E)}(n) \leq 2 \cdot \pi_{M(\ell_p, E), 2}(\text{id}_{\ell_p}),
\]

a contradiction to the assumption \( E \neq \ell_p \). \( \square \)

Note that by [23] and [20] for every \( p > 1 \) there exists an Orlicz sequence space \( E \) which is properly contained in \( \ell_p \) and such that the embedding \( \text{id} : E \rightarrow \ell_p \) is not strictly singular. The proof of the preceding result then shows that \( \text{id} : E \rightarrow \ell_p \) is not \((M(\ell_p, E), 2)\)-summing, hence our assumption on \( p \)-concavity in Theorem 3.2 is essential.

5. Approximation numbers of identity operators

For an operator \( T : X \rightarrow Y \) between Banach spaces recall the definition of the \( k \)-th approximation number

\[
a_k(T) := \inf \{ \|T - T_k\| ; T_k \in \mathcal{L}(X, Y) \text{ has rank } < k \}
\]

and the \( k \)-th Gelfand number

\[
c_k(T) := \inf \{ \|T|G\| ; G \subset X, \text{ codim } G < k \}
\]

Of special interest for applications (e.g. in approximation theory) are formulas for the asymptotic behavior of approximation numbers of finite-dimensional identity operators. One of the first well-known results in this direction is due to Pietsch [41]: For \( 1 \leq k \leq n \) and \( 1 \leq q \leq p \leq \infty \)

\[
a_k(\text{id} : \ell_p^n \rightarrow \ell_q^n) = (n - k + 1)^{1/q - 1/p},
\]
which clearly can be rewritten as follows:

\[ a_k(id : \ell^n_q \rightarrow \ell^n_p) = \frac{\lambda_{\ell_q}(n - k + 1)}{\lambda_{\ell_p}(n - k + 1)}. \]

This leads us to conjecture that for "almost all" pairs \((E, F)\) of symmetric Banach sequence spaces such that \(E \hookrightarrow F\)

\[ a_k(id : F_n \hookrightarrow E_n) = \frac{\lambda_E(n - k + 1)}{\lambda_F(n - k + 1)}. \]

Using Theorem 3.2, we establish this formula for all \(p\)-concave symmetric Banach sequence spaces \(E\) and \(F = \ell_p\), where \(1 < p \leq 2\):

**Theorem 5.1.** For \(1 < p \leq 2\) let \(E\) be a \(p\)-concave symmetric Banach sequence space. Then for all \(1 \leq k \leq n\)

\[ a_k(id : \ell^n_p \rightarrow E_n) = c_k(id : \ell^n_p \rightarrow E_n) = \frac{\lambda_E(n - k + 1)}{\lambda_{\ell_p}(n - k + 1)}. \]

To prove the lower estimate we need the following lemma:

**Lemma 5.2.** Let \(F\) be a maximal symmetric Banach sequence space such that \(\ell_2 \hookrightarrow F\). Then for every invertible operator \(T : X \rightarrow Y\) between two \(n\)-dimensional Banach spaces and all \(1 \leq k \leq n\)

\[ c_k(T) \geq C^{-1} \cdot \frac{\lambda_F(n - k + 1)}{\pi_{F,2}(T^{-1})}, \tag{5.1} \]

where \(C := 2\sqrt{2\epsilon} \cdot c^F_\epsilon\).

**Proof.** We follow the proof of [7, p. 231] for the 2-summing norm. Take a subspace \(M \subset X\) with \(\text{codim } M < k\). Then

\[ n - k + 1 \leq \text{dim } M, \]

hence by [16, (6.2)]

\[ \| \sum_{i=1}^{n-k+1} e_i \|_F \leq \| \sum_{i=1}^{\text{dim } M} e_i \|_F \leq C \cdot \pi_{F,2}(id_M). \]

Clearly (by the injectivity of \(\Pi_{F,2}\))

\[ \pi_{F,2}(id_M) = \pi_{F,2}(id : M \hookrightarrow X), \]

therefore the commutative diagram

\[
\begin{array}{ccc}
M & \xrightarrow{id} & X \\
\downarrow{T|M} & & \downarrow{T^{-1}} \\
Y & & \\
\end{array}
\]
Proof of Theorem 5.1: The upper estimate is easy:

\[ a_k(\text{id} : \ell_p^n \hookrightarrow E_n) \leq \|\text{id} : \ell_p^{n-k+1} \hookrightarrow E_{n-k+1}\| = \lambda_M(\ell_p, E)(n - k + 1). \]

For the lower estimate we obtain from (5.1) together with Theorem 3.2

\[ a_k(\text{id} : \ell_p^n \hookrightarrow E_n) \geq c_k(\text{id} : \ell_p^n \hookrightarrow E_n) \geq \lambda_M(\ell_p, E)(n - k + 1). \]

The conclusion now follows by (3.2).

Example 5.3. (a) For a Lorentz sequence space \( d(\omega, q) \) with finite concavity the sequence \( \omega \) is 1-regular (see again [44, Theorem 2]), hence \( \lambda_{d(\omega, q)}(n) \asymp n^{1/q} \omega_n^{1/q} \). Consequently, under the assumptions of Example 3.6 (b)

\[ a_k(\text{id} : \ell_p^n \hookrightarrow d_n(\omega, q)) \asymp (n - k + 1)^{1/q-1} \omega_n^{1/q} \]

(b) For an Orlicz sequence space \( \ell_\varphi \) a straightforward computation shows \( \lambda_{\ell_\varphi}(n) = 1/\varphi^{-1}(1/n) \), hence, under the assumptions of Example 3.6 (c),

\[ a_k(\text{id} : \ell_p^n \hookrightarrow \ell_p^n) \asymp ((n - k + 1)^{1/p} \varphi^{-1}(1/(n - k + 1)))^{-1}. \]

Clearly, Theorem 5.1 also has consequences for Lorentz sequence spaces \( E = \ell_{p_1, p_2} \), but in this case a direct argument shows that the restriction on \( p \) and the assumption on the concavity of \( \ell_{p_1, p_2} \) can be dropped:

Proposition 5.4. Let \( 1 < p_1 < p \leq \infty \) and \( 1 \leq p_2 \leq \infty \). Then for \( 1 \leq k \leq n \)

\[ a_k(\text{id} : \ell_p^n \hookrightarrow \ell_{p_1, p_2}^n) \asymp (n - k + 1)^{1/p_1 - 1/p}. \]

Proof. For the upper estimate define \( 0 \leq \theta < 1 \) by \( \theta := p_1/p \). Then, since \( \ell_p = (\ell_\infty, \ell_{p_1, p_2}, \theta, \theta) \) and the fact that \((\cdot, \cdot)_{\theta, \theta}\) is an interpolation functor of power type \( \theta \), we have

\[ a_k(\text{id} : \ell_p^n \hookrightarrow \ell_{p_1, p_2}^n) \leq \|\text{id} : \ell_p^{n-k+1} \hookrightarrow \ell_{p_1, p_2}^{n-k+1}\| \times \|\text{id} : \ell_\infty^{n-k+1} \hookrightarrow \ell_{p_1, p_2}^{n-k+1}\|^{1-\theta} \times (n - k + 1)^{1/p_1 - 1/p}. \]

For the lower estimate choose arbitrary \( 0 < \theta < 1 \), and let \( p_1 < r < p \) be defined by \( 1/r = (1-\theta)/p + \theta/p_1 \). Then by the interpolation property of the Gelfand numbers (see e.g. [42, 11.5.8])

\[ a_k(\text{id} : \ell_p \hookrightarrow \ell_{p_1, p_2}^n) \geq c_k(\text{id} : \ell_p^m \hookrightarrow \ell_{p_1, p_2}^m) \geq c_k(\text{id} : \ell_p^m \hookrightarrow \ell_r^m)^{1/\theta} = (n - k + 1)^{1/p_1 - 1/p}, \]

which gives the claim.
6. Eigenvalues of compact operators

Recall that for an operator \( T : X \to Y \) between Banach spaces the \( k \)-th Weyl number \( x_k(T) \) is defined as

\[
x_k(T) := \sup \{ a_k(TS) : S \in \mathcal{L}(\ell_2, X) \text{ with } \|S\| \leq 1 \}.
\]

The Weyl–Konig inequality shows that each Riesz operator \( T \) on a Banach space \( X \) (in particular, each power compact operator) with Weyl numbers \( (x_n(T)) \) in \( \ell_p \) \((1 \leq p < \infty)\) has its sequence \( (\lambda_n(T)) \) of eigenvalues in \( \ell_p \),

\[
\| (\lambda_n(T)) \|_{\ell_p} \leq 2 \sqrt{e} \cdot \| (x_n(T)) \|_{\ell_p}. \tag{6.1}
\]

On the other hand Konig also proved that every \((p,2)\)-summing operator \( T \) defined on a Hilbert space \( H \) has its sequence of Weyl numbers in \( \ell_p \); in consequence, for all \( T \in \Pi_{p,2} \) and \( k \in \mathbb{N} \)

\[
x_k(T) \leq \lambda_{\ell_p}(n)^{-1} \pi_{p,2}(T). \tag{6.2}
\]

In combination with the classical Bennett–Carl/Grothendieck inequalities this lead Konig to the following two important eigenvalue results for operators in \( \ell_p \)-spaces (see [25, 2.b.11]):

- Each operator \( T \in \mathcal{L}(\ell_p), 1 \leq p \leq 2 \) with values in \( \ell_q \), \( 1 \leq q < p \) is a Riesz operator, and for all \( n \)

\[
|\lambda_n(T)| \leq c \cdot n^{1/p - 1/q}, \tag{6.3}
\]

where \( c \) is some uniform constant.

- Each operator \( T \in \mathcal{L}(\ell_p), 2 \leq p < \infty \) with values in \( \ell_q \), \( 1 \leq q < 2 \) is a Riesz operator with

\[
(\lambda_n(T)) \in \ell_r, \quad 1/r = 1/q - 1/p. \tag{6.4}
\]

Here the case \( p = 2 \) is of particular interest.

Konig’s techniques show that (6.1) and (6.2) even hold if \( \ell_p \) is replaced by an arbitrary maximal and symmetric Banach sequence space \( E \) (for (6.1) see [25, 2.a.8] and for (6.2) analyze [25, 2.a.3]; here one has to assume additionally that \( \ell_2 \hookrightarrow E \)). Together with Theorem 3.2 this in [15] leads to natural and proper extensions of (6.3) and (6.4):

**Theorem 6.1.** For \( 1 \leq p \leq 2 \) let \( E \) be a \( p \)-concave symmetric Banach sequence space and \( T \in \mathcal{L}(\ell_p) \) a Riesz operator with values in \( E \). Then for all \( n \)

\[
|\lambda_n(T)| \leq c \cdot \frac{1}{n} \sum_{k=1}^{n} \lambda_{M(\ell_p,E)}^{-1}(k).
\]

**Theorem 6.2.** Let \( E \) and \( F \) be maximal symmetric Banach sequence spaces not both isomorphic to \( \ell_2 \) such that \( E \) is \( 2 \)-concave and \( F \) is \( 2 \)-convex and \( \sigma \)-order continuous. Then every operator \( T \in \mathcal{L}(F) \) with values in \( E \) satisfies

\[
(\lambda_n(T)) \in M(F, E).
\]

Again the case \( F = \ell_2 \) is of particular interest. Note that \( M(\ell_p, \ell_q) = \ell_r \) for \( 1 \leq q \leq p \leq \infty \) and \( 1/r = 1/q - 1/p \), in particular,

\[
\frac{1}{n} \sum_{k=1}^{n} \lambda_{M(\ell_p,\ell_q)}^{-1}(k) \asymp n^{1/q - 1/p}.
\]

In [15] we moreover give an extension of a well-known \( \ell_p \)-estimate for the eigenvalues of \( n \times n \) matrices due to Johnson, König, Maurey and Retherford [21].
7. Interpolation of operators

In [35] summing inclusion maps between Banach sequence spaces are used to study interpolation of operators between spaces generated by the real method of interpolation. As an application an extension of Ovchinnikov’s [39] interpolation theorem from the context of classical Lions-Peetre spaces to a large class of real interpolation spaces is presented.

In [14], we continue the study of interpolation of operators between abstract real method spaces. The results obtained in this fashion applied to $L_p$ allow us to recover a remarkable recent result of Ovchinnikov [40]. In order to present certain results from [35] and [14] we recall some fundamental definitions.

A couple $\Phi = (\Phi_0, \Phi_1)$ of quasi-Banach sequence spaces on $\mathbb{Z}$ is called a parameter of the $J$-method if $\Phi_0 \cap \Phi_1 \subset \ell_1$. The $J$-method space $\mathcal{J}_\Phi(X) = \mathcal{J}_{\Phi_0, \Phi_1}(X)$ consists of all $x \in X_0 + X_1$ which can be represented in the form

$$x = \sum_{n=-\infty}^{\infty} u_n \quad \text{convergence in } X_0 + X_1$$

with $u = (u_n) \in \Phi_0(X_0) \cap \Phi_1(X_1)$. Similarly as in the case of Banach sequence spaces $\Phi_0$ and $\Phi_1$, we easily show that $\mathcal{J}_\Phi(X)$ is a quasi-Banach space under the quasi-norm

$$\|x\| = \inf \max \{\|u\|_{\Phi_0(X_0)}, \|u\|_{\Phi_1(X_1)}\},$$

where the infimum is taken over all representations (7.1) (cf. [4], [27]). In the case if $E = (E_0, E_1)$ is a couple of quasi-Banach sequence spaces on $\mathbb{Z}$ so that $(\Phi_0, \Phi_1) = (E_0(2^{-\theta}), E_1(2^{n-n\theta}))$ is a parameter of the $J$-method with $0 \leq \theta \leq 1$, then the space $\mathcal{J}_\Phi(X)$ (resp., $\mathcal{J}_{\Phi_0, \Phi_1}(X)$) is denoted by $\mathcal{J}_{\theta,E}(X)$ (resp., $\mathcal{J}_{\theta,E_0,E_1}(X)$). In the particular case $E = E_0 = E_1$ and $\theta = 0$ the space $\mathcal{J}_{\theta,E}(X)$ is the classical space $\mathcal{J}_E(X)$ (see [11], [27]).

If $E$ is a (quasi-)Banach lattice on $\mathbb{Z}$ intermediate with respect to $(\ell_\infty, \ell_\infty(2^{-n}))$, then the $K$-method space $\mathcal{K}_E(X) := X_E$ is a (quasi-)Banach space which consists of all $x \in X_0 + X_1$ such that $(K(2^n, x; X))_{n=\infty}^{\infty} \in E$ with the associated (quasi-)norm

$$\|x\| := \|(K(2^n, x; X))\|_E,$$

where as usual $K$ denotes the $K$-functional (see [3]).

It is easy to see that similar as in the Banach case $\mathcal{K}_E$ as well as $\mathcal{J}_E$ are exact interpolation functors. Moreover, if in addition a quasi-Banach lattice $E$ is a parameter of the real method, i.e. $\ell_\infty \cap \ell_\infty(2^{-n}) \subset E \subset \ell_1 + \ell_1(2^{-n})$ and $T : E \rightarrow E$ for any operator $T : (\ell_1, \ell_1(2^{-n})) \rightarrow (\ell_\infty, \ell_\infty(2^{-n}))$, then for any Banach couple $(X_0, X_1)$

$$\mathcal{K}_E(X_0, X_1) = \mathcal{J}_E(X_0, X_1)$$

up to equivalence of norms (see [4], [38]).

Examples of real parameters are spaces $E(2^{-n\theta})$ for any $0 < \theta < 1$, where $E$ is any quasi-Banach space on $\mathbb{Z}$ which is translation invariant, i.e., $\|\xi_n-k\|_E = \|\xi_n\|_E$ for all $k \in \mathbb{Z}$. In the sequel for such real parameters the space $X_{E(2^{-n\theta})}$ is denoted by $X_{\theta,E}$ (resp., $X_{\theta,p}$ whenever $E = \ell_p$, $0 < p \leq \infty$).
The following result (see [35]) shows that under certain additional conditions an interpolation theorem holds with the range space generated by the $J$-abstract method of interpolation.

Theorem 7.1. Suppose that $E_j, F_j, G_j$ for $j = 0, 1$ are Banach sequence spaces on $\mathbb{Z}$, and further that $\Phi_j$ for $j = 0, 1$ and $E$ are quasi-Banach sequence spaces on $\mathbb{Z}$ satisfying the following conditions:

(i) $\ell_1 \hookrightarrow E_j, \ell_1 \hookrightarrow F_j, \Phi_j \hookrightarrow \ell_\infty$ and $E \hookrightarrow \ell_\infty$,

(ii) $M(E_j, F_j) \hookrightarrow M(E, \Phi_j)$,

(iii) The inclusion map $F_j \hookrightarrow G_j$ is an $(F_j, 1)$-summing operator.

If $T : (E_0, E_1(2^{-n})) \rightarrow (F_0, F_1(2^{-n}))$, then $T$ is bounded from $E(2^{-n\theta})$ into $(G_0, G_1)_\theta, \Phi$ for any $0 < \theta < 1$.

Combining this result with the reiteration theorem as well as an orbital equivalence of the real method spaces with the parameter spaces generating these spaces, the following interpolation theorem has been shown in [35].

Theorem 7.2. Assume that the assumptions of the preceding theorem hold, and in addition that the $E_j$ are translation invariant and for all $0 < \theta < 1$

(iv) $(F_0, F_1(2^{-n}))_{\theta, \Phi} = (G_0, G_1(2^{-n}))_{\theta, \Phi}$.

Then each operator $T : (X_{\alpha_0, E_0}, X_{\alpha_1, E_1}) \rightarrow (\bar{Y}_{\beta_0, F_0}, \bar{Y}_{\beta_1, F_1})$ with $0 < \alpha_j < 1, 0 < \beta_j < 1, \alpha_0 \neq \alpha_1$ and $\beta_0 \neq \beta_1$ is bounded from $X_{\alpha, E}$ into $\bar{Y}_F$, where $\alpha = (1 - \theta)\alpha_0 + \theta\alpha_1$, $0 < \theta < 1$ and $F = (F_0(2^{-n\beta_0}), F_1(2^{-n\beta_1}))_{\theta, \Phi}$.

An immediate consequence of the above theorem is the following theorem of Ovchinnikov [39] (for details we refer to [35]).

Theorem 7.3. Let $X$ and $Y$ be any Banach couples and let $T : (X_{\alpha_0, p_0}, X_{\alpha_1, p_1}) \rightarrow (\bar{Y}_{\beta_0, q_0}, \bar{Y}_{\beta_1, q_1})$, $0 < \alpha_j < 1, 0 < \beta_j < 1, \alpha_0 \neq \alpha_1, \beta_0 \neq \beta_1$ and $1 \leq p_i \leq \infty, 1 \leq q_j \leq \infty, j = 0, 1$. Then $T$ is bounded from $X_{\alpha, p}$ into $\bar{Y}_{\beta, q}$, where $\alpha = (1 - \theta)\alpha_0 + \theta\alpha_1$,

\[
\beta = (1 - \theta)\beta_0 + \theta\beta_1, 0 < p \leq \infty, \text{and } 1/q = 1/p + (1 - \theta)(1/q_0 - 1/p_0) + \theta(1/q_1 - 1/p_1),
\]

where $x_+ := \max\{0, x\}$ for $x \in \mathbb{R}$.

The next theorem is essential in the proof of the main result in [14].

Theorem 7.4. Suppose that $E_j, F_j$ for $j = 0, 1$ are Banach sequence spaces on $\mathbb{Z}$ satisfying the following conditions:

(i) $\ell_1 \hookrightarrow F_j \hookrightarrow E_j \hookrightarrow \ell_\infty$,

(ii) $M(E_0, F_0) = M(E_1, F_1) =: F$.

(iii) The inclusion map $F_j \hookrightarrow \ell_\infty$ is an $(F_j, 1)$-summing operator,

If $T : (E_0, E_1(2^{-n})) \rightarrow (F_0, F_1(2^{-n}))$, then $T$ is bounded from $E$ into $E \odot F$ for any quasi-Banach lattice $E$ on $\mathbb{Z}$ which is a parameter of the real method.
Here, for given quasi-Banach lattices $X$ and $Y$ on a measure space $(\Omega, \mu)$, we define a quasi-Banach lattice $X_0 Y := \{x \circ y ; x \in X, y \in Y\}$ equipped with the quasi-norm

$$\|z\|_{X_0 Y} := \inf \{\|x\|_X \|y\|_Y ; z = x \circ y, x \in X, y \in Y\}.$$  

Now we can state the main result proved in [14].

**Theorem 7.5.** Let $E_j, F_j$ be translation invariant Banach sequence spaces on $\mathbb{Z}$ satisfying the assumptions of Theorem 7.4 and let $E$ be a parameter of the real method. Assume further that $X$ and $B$ are Banach couples, $0 < \alpha_j < 1$, $0 < \beta_j < 1$, $j = 0, 1$ with $\alpha_0 \neq \alpha_1$, $\beta_0 \neq \beta_1$ and $\Phi := (E_0(2^{-n\alpha_0}), E_1(2^{-n\alpha_1}))_E$. Then the following statements hold true for any operator $T : (X_{\alpha_0, E_0}, X_{\alpha_1, E_1}) \rightarrow (B, F_0, B, F_1)$.

(i) An operator $T$ is bounded from $X_\Phi$ into $B_\Phi$, where $\Psi = (F_0(2^{-n\beta_0}), F_1(2^{-n\beta_1}))_{E \circ F}$.

(ii) If $F_j = G_j \circ F$ for some translation invariant Banach sequence space $G_j$ on $\mathbb{Z}$ and $\overline{B} := (Y_0 \circ Y, Y_1 \circ Y)$ is a couple of Banach lattices with $Y$ a quasi-Banach lattice satisfying an upper $F$-estimate, then $T$ is bounded from $X_\Phi \rightarrow \overline{B}_G \circ Y$, where $G = (G_0(2^{-n\beta_0}), G_1(2^{-n\beta_1}))_E$.

We say (analogously to [30], pp. 82–84) that a quasi-Banach lattice $X$ on $(\Omega, \mu)$ satisfies an upper $F$-estimate if the following continuous inclusion $F(X) \hookrightarrow X_{[L_{\infty}]}$ holds, where $X_{[L_{\infty}]}$ denotes the mixed quasi-Banach lattice of all sequences $(x_n)$ in $L^0(\mu)$ such that $\sup_{n \in \mathbb{Z}} |x_n| \in X$ with the associated quasi-norm

$$\|(x_n)\|_{X_{[L_{\infty}]} := \sup_{n \in \mathbb{Z}} \|x_n\|_X.$$  

Recall that if $X$ is a symmetric space on $(0, a)$, $0 < a \leq \infty$, then the dilation operators $D_a$ on $X$ are defined by $D_a f(t) = f(t/a)$ (we let $x(t) = 0$ for $t > 0$ in the case $a < \infty$). We can then define the Boyd indices $\alpha_X$ and $\beta_X$ of $X$ by (see [27])

$$\alpha_X := \lim_{s \rightarrow 0} \frac{\log \|D_a x\|_X}{\log s}, \quad \beta_X := \lim_{s \rightarrow \infty} \frac{\log \|D_a x\|_X}{\log s}.$$  

We finish this section by presenting a corollary of Theorem 7.5 which is a remarkable result of Ovchinnikov [40].

**Theorem 7.6.** Assume that $T$ is a linear and bounded operator from a Banach scale of $L_{p_0}$-spaces into a Banach scale of $L_{q_j}$-spaces, where $0 < \theta < 1$, $1/p_0 = (1-\theta)/p_0 + \theta/p_1$, $1/q_0 = (1-\theta)/q_0 + \theta/q_1$ and $1/q_j = 1/r + 1/p_j$ for $j = 0, 1$. If $X$ is any symmetric space with Boyd indices satisfying $1/p_0 < \alpha_X \leq \beta_X < 1/p_1$, then $T$ is bounded from $X$ into $X_{[L_r]}$.  

Proof. Take $\theta_0, \theta_1 \in (0, 1)$ such that $1/p_0 < 1/p_{q_0} < \alpha_X \leq \beta_X < 1/p_{q_1} < 1/p_1$. It is well known (see e.g. [1]) that there exists a real parameter $E$ such that $X = (L_{p_{q_0}}, L_{p_{q_1}})_E$.

Now we let $\overline{X} = (L_{p_0}, L_{p_1})$, $E_j = \ell_{p_j}$, $F_j = \ell_{q_j}$ for $j = 0, 1$. Since $F_j = E_j \circ \ell_r$, we get (see [3], Theorem 5.2.1) $\overline{X}_{\theta_j, E_j} = L_{p_j}$. Taking $Y = L_r$ and $Y_j = L_{p_j}$ ($j = 0, 1$), we have for $\overline{B} = (Y_0 \circ Y, Y_1 \circ Y)$ that $\overline{B}_{\theta_j, F_j} = (L_{q_0}, L_{q_1})_{\theta_j, F_j} = L_{q_j}$.  

Summing inclusion maps between symmetric sequence spaces

Since \( M(E_0, F_0) = M(E_1, F_1) = \ell_r \) the result is an immediate consequence of Theorem 7.5(ii) (with \( \alpha_j = \beta_j = 0 \) and \( G_j = F_j \) for \( j = 0, 1 \)), the reiteration formula and the well known Bennett-Carl result on \((p, 1)\)-summability of the inclusion map \( \ell_p \hookrightarrow \ell_\infty \) for any \( 1 \leq p \leq \infty \).

8. Mixing identities

An operator \( T \in \mathcal{L}(E, F) \) is called \((s, p)\)-mixing \((1 \leq p \leq s \leq \infty)\) whenever its composition with an arbitrary operator \( S \in \Pi_s(F, Y) \) is absolutely \( p \)-summing; with the norm

\[
\mu_{s, p}(T) := \sup \{ \pi_p(ST) ; \pi_s(S) \leq 1 \}
\]

the class \( \mathcal{M}_{s, p} \) of all \((s, p)\)-mixing operators forms again a Banach operator ideal. Obviously, \( (\mathcal{M}_{p, p}, \mu_{p, p}) = (\mathcal{L}, \| \cdot \|) \) and \( (\mathcal{M}_\infty, p, \mu_\infty, p) = (\Pi_p, \pi_p) \).

Recall that due to [36] (see also [13, 32.10–11]) summing and mixing operators are closely related:

\[
(\mathcal{M}_{s, p}, \mu_{s, p}) \subset (\Pi_{r, p}, \pi_{r, p}) \quad \text{for} \ 1/s + 1/r = 1/p,
\]

and “conversely”

\[
(\Pi_{r, p}, \pi_{r, p}) \subset (\mathcal{M}_{s_0, p}, \mu_{s_0, p}) \quad \text{for} \ 1 \leq p \leq s_0 \leq s \leq \infty \text{ and } 1/s + 1/r = 1/p.
\]

Moreover, it is known that each \((s, 2)\)-mixing operator on a cotype 2 space is even \((s, 1)\)-mixing (see again [36] and [13, 32.2]).

An extension of the original Bennett–Carl result for mixing operators was given in [6]:

**Theorem 8.1.** Let \( 1 \leq p \leq q \leq 2 \). Then the identity map \( \text{id} : \ell_p \hookrightarrow \ell_q \) is \((s, 2)\)-mixing, where \( 1/s = 1/2 - 1/p + 1/q \).

While Carl and Defant used a certain tensor product trick, in [17] a proof by complex interpolation was given. By factorization we obtain the following asymptotic formula:

**Corollary 8.2.** For \( 1 \leq p \leq q \leq 2 \) let \( E \) and \( F \) be 2-concave symmetric Banach sequence spaces such that \( E \) is \( p \)-convex and \( F \) is \( q \)-concave. Then for \( 2 \leq r, s \leq \infty \) such that \( 1/r = 1/p - 1/q \) and \( 1/s = 1/2 - 1/r \)

\[
\pi_{r, 2}(\text{id} : E_n \hookrightarrow F_n) \asymp \mu_{s, 2}(\text{id} : E_n \hookrightarrow F_n) \asymp n^{1/r} \cdot \frac{\lambda_F(n)}{\lambda_E(n)}.
\]

**Proof.** For the upper estimate factorize through the identity \( \ell_p^n \hookrightarrow \ell_q^n \) and observe that by (3.3) and (3.2) one has \( \| \text{id} : E_n \hookrightarrow \ell_p^n \| \asymp n^{1/p}/\lambda_E(n) \) and \( \| \text{id} : \ell_q^n \hookrightarrow F_n \| \asymp \lambda_F(n)/n^{1/q} \). The lower estimate can be obtained with the help of Weyl numbers exactly as in [17, (3.12)].

Finally, we state analogues of these results for Schatten classes / unitary ideals. For a maximal symmetric Banach sequence space \( E \) we denote by \( S_E \) the Banach space of all operators \( T : \ell_2 \rightarrow \ell_2 \) for which the sequence of its singular numbers \((s_n(T))\) is contained in \( E \), endowed with the norm \( \| T \|_{S_E} := \|(s_n(T))\|_E \). If \( E = \ell_p, 1 \leq p < \infty \), we write as usual \( S_p \) instead of \( S_{\ell_p} \). By \( S_E^p \) and \( S_p^n \) we denote the space \( \mathcal{L}(\ell_p^n, \ell_p^n) \) endowed with the norm induced by \( S_E \) and \( S_p \), respectively.
Using a non-commutative analogue of the Kouba formula due to Junge [22], the following asymptotic formulas were also proved in [17]—note that the lower estimate follows from the fact that $\ell_2^n$ is naturally contained in each $S_p$ and $\pi_{r,2}(\text{id}_{\ell_2^n}) = n^{1/r}$.

**Theorem 8.3.** Let $1 \leq p \leq q \leq 2$. Then for $2 \leq r, s \leq \infty$ such that $1/r \geq 1/p - 1/q$ and $1/s = 1/2 - 1/r$

$$\pi_{r,2}(\text{id} : S_p^n \hookrightarrow S_q^n) \asymp \mu_{s,2}(\text{id} : S_p^n \hookrightarrow S_q^n) \asymp n^{1/r}. $$

Motivated by the definition of limit orders of Banach operator ideals (see e.g. [42, 14.4]), we define

$$\lambda_S(\Pi_{r,2}, u, v) := \inf \{ \lambda > 0 \mid \exists \rho > 0 \forall n : \pi_{r,2}(S_u^n \hookrightarrow S_v^n) \leq \rho \cdot n^\lambda \}. $$

The results for $\lambda_S(\Pi_{r,2}, u, v)$ in [17, Corollary 10] can be summarized in the following picture:

\[\begin{array}{c|c|c|c}
\frac{1}{r} & \frac{2}{r} & \frac{1}{2} + \frac{1}{r} & \frac{1}{u} \\
\hline
\frac{1}{r} + \frac{1}{v} & \frac{2}{r} + \frac{1}{u} & \frac{1}{v} & \frac{1}{r}
\end{array}\]

Compared to the original limit order $\lambda(\Pi_{r,2}, u, v)$ of the ideal $\Pi_{r,2}$, this gives for almost all $u, v$ except those in the upper left corner

$$\lambda_S(\Pi_{r,2}, u, v) = \lambda(\Pi_{r,2}, u, v) + 1/r;$$

we conjecture that this equality is true for all $u, v$.

Combining the proof of the preceding corollary with factorization, we also obtain the following extension of Theorem 8.3:

**Corollary 8.4.** For $1 \leq p \leq q \leq 2$ let $E$ and $F$ be 2-concave symmetric Banach sequence spaces such that $E$ is $p$-convex and $F$ is $q$-concave. Then for $2 \leq r, s \leq \infty$ such that $1/r \geq 1/p - 1/q$ and $1/s = 1/2 - 1/r$

$$\pi_{r,2}(\text{id} : S_p^n \hookrightarrow S_q^n) \asymp \mu_{s,2}(\text{id} : S_p^n \hookrightarrow S_q^n) \asymp n^{2/r} \cdot \frac{\lambda_F(n)}{\lambda_E(n)}. $$
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1. Introduction

In this survey we will try to show how Banach space methods can be used in the study of sectorial operators. In particular we will show that the maximal regularity problem can be considered as a variant of the complemented subspace problem solved thirty years ago by Lindenstrauss and Tzafriri [23]. We then show how the ideas developed in resolving this problem lead to a new approach to the theory of operators with an $H^\infty$-calculus initiated by McIntosh [27].

In general, sectorial operators have a very nice and complete theory on Hilbert spaces. The problem is always to try to extend the theory to more general Banach spaces. Even for applications in partial differential equations it is very natural to, at least, consider the classical spaces $L_p$ when $p \neq 2$. It is exactly in considering such problems that Banach space theory has much to offer, because much of the classical theory has the same basic theme of attempting to find what parts of Hilbert space theory can be carried over to Banach spaces.

We will write this survey from the point-of-view of a Banach space specialist and our aim is partly to advertise the interesting results that can be achieved when Banach space methods are applied externally to other (related) fields.

*The author was supported by NSF grant DMS-9870027
2. Sectorial operators

Let us introduce some notation. Let $X$ be a complex Banach space, and let $A$ be a closed operator on $X$ with domain $\mathcal{D}(A)$ and range $\mathcal{R}(A)$. We say that $A$ is sectorial if $\mathcal{D}(A)$ and $\mathcal{R}(A)$ are dense, $A$ is one-one and there exists $0 < \phi < \pi$ and a constant $C$ such that if $\lambda \in \mathbb{C} \setminus \{0\}$ with $|\arg \lambda| > \phi$ then the resolvent $R(\lambda, A) = (\lambda - A)^{-1}$ is bounded and $\|\lambda R(\lambda, A)\| \leq C$. We can then define the angle of sectoriality $\omega(A)$ as the infimum of all angles $\phi$ for which the above statement holds; clearly $0 \leq \omega(A) < \pi$.

Let us observe at this point an important property of sectorial operators. The resolvent $R(\lambda, A)$ is certainly defined for $\lambda$ on the negative real axis. Let $S_t = -tR(-t, A) = t(t + A)^{-1}$ for $t > 0$. Then $S_t$ is uniformly bounded. Next note that if $x = Ay$ then

$$\lim_{t \to 0} \|S_t x\| = \lim_{t \to 0} t\|A(t + A)^{-1}y\| = 0$$

while if $x \in \mathcal{D}(A)$

$$\lim_{t \to \infty} \|x - S_t x\| = \lim_{t \to \infty} \|(t + A)^{-1}Ax\| = 0.$$

Since both the domain and range are dense this means that $\lim_{t \to 0} S_t x = 0$ and $\lim_{t \to \infty} S_t x = x$ for all $x \in X$.

Suppose $A$ is sectorial with angle $\omega = \omega(A)$. Then we can define a functional calculus for $A$ as follows. Suppose $f$ is bounded and analytic on a sector $\Sigma_\phi := \{z : |\arg z| < \phi\}$ where $0 < \omega < \phi$. Suppose $\omega < \nu < \phi$ and consider the contour $\Gamma_\nu = \{t \exp(i\nu \text{sgn} t) : -\infty < t < \infty\}$. Then we can formally “define”

$$f(A)x = -\frac{1}{2\pi i} \int_{\Gamma_\nu} f(\zeta)R(\zeta, A)x \, d\zeta. \tag{2.1}$$

Of course (2.1) is not well-defined without some restrictions on $f$. The most natural is that

$$\sup_{\zeta \in \Sigma_\phi} \int_0^\infty |f(t\zeta)| \frac{dt}{t} < \infty \tag{2.2}$$

as this implies that the integral in (2.1) is convergent as a Bochner integral for all $x \in X$, and that $f(A)$ is bounded with

$$\|f(A)\| \leq C \sup_{\zeta \in \Sigma_\phi} \int_0^\infty |f(t\zeta)| \frac{dt}{t} \tag{2.3}$$

where $C$ depends only on $A$ and $\phi$.

It is often easier to require that $f$ satisfies an estimate of the form $|f(z)| \leq C|z|^\delta(1 + |z|^2)^{-\delta}$ for $z \in \Sigma_\phi$ where $\delta > 0$. The set of such functions is denoted $H^\infty_0(\Sigma_\phi)$. It is easily established that the map $f \to f(A)$ is an algebra homomorphism on $H^\infty_0(\Sigma_\phi)$. Now if we set

$$\varphi_n(z) = \frac{(n^2 - 1)z}{(1 + nz)(n + z)}$$

then $\varphi_n(A) = S_n - S_{1/n}$. It is then possible to show that if $f \in H^\infty_0(\Sigma_\phi)$ that $\lim_{n \to \infty}(\varphi_n f)(A)$ exists for all $x \in X$ if and only if $\sup_n \|(\varphi_n f)(A)x\| < \infty$. It is then possible to define $f(A)x$ unambiguously as $\lim_{n \to \infty}(\varphi_n f)(A)x$. 


To summarize let us define \( \mathcal{H}(A) \) to be the space of all (germs of) functions \( f \) which are analytic and bounded on some sector \( \Sigma_\phi \) where \( \phi > \omega(A) \) and such that \( \sup_n \| (\varphi_n f)(A) \| < \infty \). Then \( \mathcal{H}(A) \) is an algebra and we have constructed an algebra homomorphism \( f 	o f(A) \) from \( \mathcal{H}(A) \to \mathcal{L}(X) \). It may also be shown that if \( (f_n) \) is a sequence in \( H^\infty(\Sigma_\phi) \), where \( \phi > \omega \), such that \( \sup_n \| f_n(A) \| < \infty \) and \( f_n(z) \to f(z) \) for all \( z \in \Sigma_\phi \) then the conditions \( f_n \in \mathcal{H}(A) \) and \( \sup_n \| f_n(A) \| < \infty \) imply that \( f \in \mathcal{H}(A) \) and \( f_n(A)x \to f(A)x \) for all \( x \in X \).

Notice that the space \( \mathcal{H}(A) \) contains all functions \((\lambda - z)^{-1} \) for \( |\arg \lambda| > \omega \) and also \( H^\infty_0(\Sigma_\phi) \) for \( \phi > \omega \). In particular if \( \omega < \pi/2 \) then we can see that \( e^{-wz} \in \mathcal{H}(A) \) for \( |\arg w| + \omega < \pi/2 \) since \( e^{-wz} - wz(1 + wz)^{-1} \in H^\infty_0(\Sigma_\phi) \) whenever \( |\arg w| + \phi < \pi/2 \). In fact if \( \psi + \omega < \pi/2 \) the set of operators \( \{e^{-wA} : w \in \Sigma_\phi \} \) is uniformly bounded and hence we have:

**Proposition 2.1** If \( A \) is sectorial with \( \omega(A) < \frac{\pi}{2} \) then \(-A\) is the generator of a bounded analytic semigroup.

Conversely suppose \(-A\) is the generator of a bounded strongly continuous semigroup. Then the equation

\[
R(\lambda, A) = \int_0^\infty e^{\lambda t}e^{-tA}dt
\]

shows that \( A \) is sectorial with \( \omega(A) \leq \frac{\pi}{2} \).

We say that \( A \) has an \( H^\infty \)-calculus or is \( H^\infty \)-sectorial if there exists \( \phi < \pi \) so that \( H^\infty(\Sigma_\phi) \subset \mathcal{H}(A) \). Then we set \( \omega_H(A) = \inf \{ \phi : H^\infty(\Sigma_\phi) \subset \mathcal{H}(A) \} \). This notion was originally introduced by McIntosh [27] for operator son Hilbert spaces, and later an extensive study was undertaken in [9].

Note that \( A \) has an \( H^\infty \)-calculus then in particular it has bounded imaginary powers (BIP) i.e. \( A^t \) is a bounded operator for all real \( t \). Indeed it is further true that if \( \phi > \omega_H(A) \) then \( A \) satisfies the estimate \( \|A^t\| \leq Ce^{\phi t} \). If \( X \) is a Hilbert space then (BIP) is actually equivalent to an \( H^\infty \)-calculus, but this is false for the spaces \( L_p \) when \( p \neq 2 \) [9].

**Example 1.** The primary motivating example to consider here is the case of the differentiation operator \( Af = f' \) on the space \( L_p(\mathbb{R}) \) where \( 1 \leq p < \infty \). Here \( D(A) = \{ f \in L_p : f' \in L_p \} \). It is easy to see that \(-A\) is the generator of the translation semigroup \( \{e^{-tA}f(s) = f(s-t)\} \). Thus \( A \) is sectorial and \( \omega(A) = \frac{\pi}{2} \). Now if \( f \in H^\infty(\Sigma_\phi) \) where \( \phi > \frac{\pi}{2} \) then the boundedness of \( f(A) \) is equivalent to the boundedness of the Fourier multiplier \( f(i\xi) \). It then follows from the Hörmander-Mikhlin conditions that if \( 1 < p < \infty \) the operator \( A \) has an \( H^\infty(\Sigma_\phi) \)-calculus where \( \phi > \frac{\pi}{2} \). Thus \( \omega_H(A) = \frac{\pi}{2} \).

**Example 2.** Now consider the vector-valued analogue \( Af = f' \) on \( L_p(\mathbb{R}; X) \) where \( X \) is a Banach space. Then the same arguments show that \( A \) is sectorial with \( \omega(A) = \frac{\pi}{2} \), but for \( 1 < p < \infty \), one only obtains an \( H^\infty \)-calculus in those spaces where the vector-valued analogues of the Hörmander-Mikhlin conditions give boundedness of Fourier multipliers. A Banach space \( X \) with this property is called a (UMD)-space for unconditional martingale differences. This class of spaces was introduced by Burkholder [6], and the Fourier multiplier result we need was proved by McConnell [26]. For our purposes it is simplest to use a characterization of Bourgain [4] to define (UMD)-spaces: a Banach space \( X \) has (UMD) if and only for some (and hence for every) \( 1 < p < \infty \) the vector-valued Hilbert
transform is bounded on $L_p(\mathbb{R};X)$. Readers who are not so familiar with concept may like to note the important classical spaces $L_p$ for $1 < p < \infty$ are (UMD) spaces.

It is worth reproducing a simple argument to show that if $A$ has an $H^\infty(\Sigma_\phi)$-calculus for some $\phi < \pi$ (or even (BIP)) then indeed $X$ is (UMD). In fact it is enough to consider imaginary powers. In fact the boundedness of $A^{2it}$ implies that the multiplier $m_1(\xi) = \exp(-t\pi \text{sgn } \xi)|\xi|^{2it}$ is bounded on $L_p(X)$. However if $A$ has $H^\infty(\Sigma_\phi)$-calculus then so has $-A$ and the same reasoning leads to the boundedness of the multiplier $m_2(\xi) = \exp(t\pi \text{sgn } \xi)|\xi|^{2it}$. Taking $t = 1$ we can deduce the boundedness of the multiplier $m_3(\xi) = |\xi|^{2it} \text{sgn } \xi$ while from $t = -1$ we obtain the boundedness of the multiplier $m_4(\xi) = |\xi|^{-2i}$. Combining gives us the boundedness of the multiplier $\text{sgn } \xi$ i.e. the Hilbert transform.

Example 3. Now let us consider an example closer in spirit to Banach space theory. Suppose $X$ has a Schauder basis $(e_n)$ and let $(a_n)_{n=1}^\infty$ be an increasing real sequence with $a_1 > 0$. Let us define

$$A(\sum_{n=1}^\infty c_n e_n) = \sum_{n=1}^\infty a_n c_n e_n.$$ 

Here the domain of $A$ is the set of $x = \sum_{n=1}^\infty c_n e_n$ so the series $\sum_{n=1}^\infty a_n c_n e_n$ converges. Such examples were first considered by Baillon and Clément [2]. It is easy to show that $A$ is sectorial and $\omega(A) = 0$.

If the basis $(e_n)$ is unconditional then $A$ has an $H^\infty$-calculus and $\omega_H(A) = 0$. If we take $a_n$ be an interpolating sequence for $H^\infty(\Sigma_\phi)$ where $\phi > 0$ then the converse is true; an example is $a_n = 2^n$.

It is clear these ideas can be extended to Schauder decompositions. If $(E_n)$ is a Schauder decomposition of $X$ we can define, in an exactly similar way,

$$A(\sum_{n=1}^\infty x_n) = \sum_{n=1}^\infty a_n x_n$$

where $x_n \in E_n$ and $D(A)$ is again the set where the right-hand series converges.

3. The maximal regularity problem

Let us now suppose that $A$ is sectorial with $\omega(A) < \pi / 2$. For $0 < T < \infty$ consider the Cauchy problem:

$$\frac{dx}{dt} + Ax = h(t) \quad 0 \leq t \leq T \quad x(0) = 0. \quad (3.1)$$

This can be formally solved by

$$x(t) = \int_0^t e^{-A(t-s)} h(s) ds. \quad (3.2)$$

Now suppose $h \in L_p([0,T];X)$ where $1 < p < \infty$. Then one may easily check that $x \in L_p([0,T];X)$. We say that $A$ has $L_p-$maximal regularity if it also follows (for any $T$) that $dx/dt \in L_p(X)$; this clearly equivalent to the $L_p$-boundedness of the operator

$$h \rightarrow \int_0^t A e^{-A(t-s)} h(s) ds.$$
Although this definition apparently depends on \( p \) in fact \( L_p \)-maximal regularity for some \( 1 < p < \infty \) implies \( L_p \)-maximal regularity for every \( p \) when \( 1 < p < \infty \); see [13]. It is also not difficult to see that this definition is independent of \( T \). We can therefore refer just to the problem of maximal regularity.

Note that we have restricted our problem to a finite interval. It is possible also to consider the case when \( T = \infty \) which leads to a slightly stronger form of maximal regularity; let us refer to this as strong maximal regularity.

It is an old result of de Simon [11] that if \( X \) is a Hilbert space then every sectorial operator \( A \) with \( \omega(A) < \frac{\pi}{2} \) has maximal regularity. Let us say that a Banach space has the maximal regularity property or (MRP) if it satisfies this condition that every sectorial operator with \( \omega(A) < \frac{\pi}{2} \) has maximal regularity. It is not too difficult to find counter-examples in certain Banach spaces (cf.[21]), but it was conjectured that at least the classical Banach spaces \( X = L_p \) where \( 1 < p < \infty \) have (MRP). This conjecture is usually attributed to Brézis (around 1980) although it may have been around before that time. It is based on the fact that for all concrete examples arising from partial differential equations this seems to be the case. Subsequently this conjecture crystallized into the form that any space with (UMD) has (MRP); we will discuss this further below. It should perhaps be remarked that the space \( L_\infty \) has (MRP) for somewhat trivial reasons: any sectorial operator which generates a bounded semigroup is already a bounded operator by a theorem of Lotz [25].

Let us now fix \( T = 2\pi \) and suppose that \( A^{-1} \) is bounded; this second assumption is not necessary but allows us to make a convenient alternative formulation; in fact we can always reduce to this case by replacing \( A \) by \( I + A \). It is shown in [17] that, under the this assumption, we can transfer the maximal regularity problem to the circle. Effectively we can replace the boundary condition \( x(0) = 0 \) by the boundary condition:

\[
\int_0^{2\pi} x(s) ds = 0.
\]

In this case we can expand the solution in a Fourier series:

\[
x(t) \sim - \sum_{n \neq 0} R(-in, A) \hat{h}(n) e^{int}.
\]

Then maximal regularity becomes equivalent to the boundedness of the operator

\[
h \rightarrow \sum_{n \neq 0} \text{AR}(-in, A) \hat{h}(n) e^{int}
\]

on the space \( L_p(\mathbf{T}; X) \) where \( \mathbf{T} \) denotes the unit circle with normalized Haar measure \( dt/2\pi \) and

\[
\hat{h}(n) = \frac{1}{2\pi} \int_0^{2\pi} h(t) e^{-int} dt.
\]

Taking, as we may, \( p = 2 \), we summarize this in the statement that \( A \) has maximal regularity if and only if there is a constant \( C \) so that for all finitely non-zero sequences \( (x_n)_{n \in \mathbb{Z}} \) we have:

\[
\left( \int_0^{2\pi} \left\| \sum_{n \in \mathbb{Z}} \text{AR}(-in, A)x_n e^{int} \right\|^2 \frac{dt}{2\pi} \right)^{\frac{1}{2}} \leq C \left( \int_0^{2\pi} \left\| \sum_{n \in \mathbb{Z}} x_n e^{int} \right\|^2 \frac{dt}{2\pi} \right)^{\frac{1}{2}}.
\]
At this point one can see why de Simon’s theorem must hold. We can take $p = 2$. By using Parseval’s identity when $X$ is a Hilbert space we have:

$$\| \sum_{n \neq 0} AR(in, A)x_n e^{int}\| = (\sum_{n \neq 0} \|AR(in, A)x_n\|^2)^{\frac{1}{2}}.$$ 

Thus all we need is uniform boundedness of the operators \{\(AR(in, A) : n \neq 0\)\} and this is almost exactly the assumption that \(\omega(A) < \frac{\pi}{2}\). This also suggests that such a theorem is really rather unlikely to hold in a general Banach space, because such properties are very special.

Let us now explain the role of the (UMD) assumption. (UMD)-spaces became important in Banach space theory during the 1980’s after their introduction by Burkholder. Two results from the 1980’s strongly suggested this was the right assumption for maximal regularity.

First suppose \(L^p(T; X)\) has (MRP) where \(1 < p < \infty\). Then consider the subspace \(L^0(T; X)\) of all functions \(h\) with mean zero, i.e. \(\hat{h}(0) = 0\). Then we have an example of a sectorial operator \(A\) by taking

$$Ah \sim \sum_{n \neq 0} |n|\hat{h}(n)e^{int}$$

on a its natural domain. (We need to restrict to functions of mean zero to prevent \(A\) having non-trivial kernel). In fact \(\omega(A) = 0\). Now by maximal regularity the operator on \(L^p(T^2; X)\) given by

$$\sum_{m,n} \tilde{h}(m, n)e^{ims + int} \to \sum_{m,n} \frac{im}{im + |n|} \tilde{h}(m, n)e^{ims + int}$$

is bounded. But if we consider the subspace of functions of the form \(h(s - t)\) we quickly see that the Hilbert transform is bounded on \(L^p(T; X)\) i.e. \(X\) has (UMD). This example is a version of a result of Coulhon-Lamberton [8].

The second result was the spectacular and important result of Dore-Venni (1987)[14]:

**Theorem 3.1** Suppose \(X\) is a (UMD)-space and \(A\) is a sectorial operator whose imaginary powers \(A^it\) are bounded and satisfy an estimate

$$\|A^u\| \leq Ke^{\theta |t|}$$

(3.5)

where \(\theta < \frac{\pi}{2}\). Then \(X\) has maximal regularity.

This is deduced from a more general result which we will discuss later. Let us note that (3.5) is stronger than \(\omega(A) < \frac{\pi}{2}\). Thus the maximal regularity conjecture essentially reduces to whether the assumption (3.5) is really necessary.

4. Solution of the maximal regularity problem

We will now describe the approach taken by the author and Gilles Lancien in [17] to resolve the maximal regularity problem. The most important observation is that we
should look at examples in the spirit of Example 3 of §2, rather than examples arising
from partial differential equations, which have a habit of behaving well. In this manner
we can essentially transport basis theory in Banach spaces, much of which was developed
in the period 1960-1975, and make it immediately applicable in this new setting.

Let us first look more carefully at (3.4). It is immediately tempting to restrict the range
of summation to some sequence such as \(\{2^n\}\) which forms a Sidon set, because then a
result of Pisier [29] implies that have an estimate
\[
\left( \int_0^{2\pi} \left\| \sum_{n=1}^{\infty} x_n e^{2\pi i n t} \right\|^2 \frac{dt}{2\pi} \right)^{\frac{1}{2}} \approx \left( E \left\| \sum_{n=1}^{\infty} \epsilon_n x_n \right\|^2 \right)^{\frac{1}{2}}
\]
where \((\epsilon_n)\) is an independent sequence of Rademacher-type random variables.

We thus see that if \(A\) has maximal regularity we have an inequality of the type;
\[
\left( E \left\| \sum_{n=1}^{\infty} \epsilon_n R(i2^n, A)x_n \right\|^2 \right)^{\frac{1}{2}} \leq C \left( E \left\| \sum_{n=1}^{\infty} \epsilon_n x_n \right\|^2 \right)^{\frac{1}{2}}.
\]
(4.1)

This inequality turns out to have far reaching ramifications, which we shall return to
later. In fact for the results of this section we do not really need to use (4.1), but clearly
it motivated our work.

Now let us suppose \(X\) is a Banach space with (MRP) and suppose \((E_n)\) is a Schauder
decomposition of \(X\). We can use the idea of Example 3. Let us take \(A\) corresponding to
the sequence \((a_n)_{n=1}^{\infty} = \{1, 2, 2, 4, 4, \ldots\}\).

Suppose \(x_n \in E_n\) is finitely non-zero. Then we have
\[
\left( E \left\| \sum_{n=1}^{\infty} \epsilon_n \left( \frac{2^{n-1}}{2^{n-1} + i2^n} x_{2n-1} + \frac{2^n}{2^n + i2^n} x_{2n} \right) \right\|^2 \right)^{\frac{1}{2}} \leq C \left( E \left\| \sum_{n=1}^{\infty} \epsilon_n (x_{2n-1} + x_{2n}) \right\|^2 \right)^{\frac{1}{2}}.
\]
This inequality clearly implies an estimate
\[
\left( E \left\| \sum_{n=1}^{\infty} \epsilon_n x_{2n} \right\|^2 \right)^{\frac{1}{2}} \leq C' \left( E \left\| \sum_{n=1}^{\infty} \epsilon_n (x_{2n-1} + x_{2n}) \right\|^2 \right)^{\frac{1}{2}}.
\]
(4.2)

This leads to the following conclusion:

**Lemma 4.1** Let \(X\) be a Banach space with (MRP). If \(X\) has a Schauder decomposition
\((E_n)\) so that the blocked decomposition \((E_{2n_1} + E_{2n_2})\) is unconditional then the subspace
\(\sum_{n=1}^{\infty} E_{2n}\) is complemented (and hence \((E_n)\) is unconditional).

This Lemma follows from (4.2) because unconditionality allows us to estimate
\[
\left\| \sum x_n \right\| \approx \left( E \left\| \sum_{n=1}^{\infty} \epsilon_n (x_{2n-1} + x_{2n}) \right\|^2 \right)^{\frac{1}{2}}.
\]

Once we have Lemma 4.1 the problem reduces to some classical results in Banach space
decay. Let us first suppose \(X\) has an unconditional basis \((\epsilon_n)\) and suppose \((y_n)\) is a
normalized block basic sequence i.e.
\[
y_n = \sum_{k=r_{n-1}+1}^{r_n} c_k \epsilon_k
\]
where \( 0 = r_0 < r_1 < r_2 < \cdots \). Then a Lemma of Zippin [32] allows us to make a new basis \( (e'_n) \) so that \( [e'_k : r_{n-1} < k \leq r_n] = [e_k : r_{n-1} < k \leq r_n] \) and \( e_{r_n} = y_n \). Then let \( E_{2n-1} = [e'_k : r_{n-1} < k < r_n] \) and \( E_{2n} = [y_n] \). It follows from the Lemma that \( [y_n] \) is a complemented subspace of \( X \). Thus every block basic sequence spans a complemented subspace.

However, more is clearly true: we can apply this argument to any permutation of the original basis, so any block basic sequence of any permutation spans a complemented subspace of \( x \). This is exactly the hypothesis of a theorem of Lindenstrauss and Tzafriri [23],[24] Theorem 2.a.10:

**Theorem 4.2** If \( X \) has a normalized unconditional basis \( (e_n) \) such that every block basic sequence of every permutation spans a complemented subspace, then \( (e_n) \) is equivalent to the canonical basis of one the spaces \( \ell_p \) where \( 1 \leq p < \infty \) or \( c_0 \).

Thus any Banach space \( X \) with (MRP) and an unconditional basis is one of these spaces. But it is clear that we can eliminate the spaces \( \ell_p \) when \( p \neq 1,2 \). For in these spaces Pelczynski showed that it is possible to find an unconditional basis which is not equivalent to the standard one [28], and working with that basis leads to a contradiction. We are now left with \( c_0, \ell_1 \) and \( \ell_2 \); these are the precise three spaces with a unique unconditional basis by beautiful results of Lindenstrauss-Pelczynski and Lindenstrauss-Zippin, [24] Theorem 2.b.10. It would be nice to conclude by the argument by saying these three spaces have (MRP); but unfortunately that is false. The cases of \( c_0 \) and \( \ell_1 \) can be eliminated by working with the summing basis of \( c_0 \) (see [17] for details).

Thus we have proved:

**Theorem 4.3** [17] Let \( X \) be a Banach space with an unconditional basis and the maximal regularity property. Then \( X \) is isomorphic to a Hilbert space.

Since the spaces \( L_p \) when \( 1 < p < \infty \) have unconditional bases this implies the original conjecture is false. It is possible to refine this argument to give the following results:

**Theorem 4.4** [17] Let \( X \) be a Banach space with (MRP). If either (a) \( X \) is an order-continuous Banach lattice or (b) \( X = L_p(Y) \) for some \( 1 \leq p < \infty \) then \( X \) is a Hilbert space.

Note here that (b) completes the result of Coulhon-Lambert cited in §3. It is possible to ask whether every separable Banach space with (MRP) is a Hilbert space or at least every separable Banach space with a basis. This seems harder, but some partial results are obtained in [18]. One final remark is in order: one may wonder why these techniques fail in \( L_\infty \); the answer is that \( L_\infty \sim \ell_\infty \) has no Schauder decompositions [12].

5. **Rademacher boundedness and maximal regularity**

Since Theorems 4.3 and 4.4 effectively end the discussion of the maximal regularity property for Banach spaces, one is naturally led to seek conditions on a sectorial operator so that it has maximal regularity. Let us look again at (4.1) which is clearly (at least if
$A^{-1}$ is bounded) a necessary condition. It turns out (although we did not immediately
know this) that this condition embodies a concept which has made sporadic appearances
in the literature over the last 20 years. Let us say that a family of operators $F \subset \mathcal{L}(X)$ is
Rademacher-bounded or $R$-bounded if there is a constant $C$ so that if $T_1, \ldots, T_n \in F$ then
\[
(E \| \sum_{k=1}^{n} e_k T_k x_k \|^2)^{1/2} \leq C(E \| \sum_{k=1}^{n} e_k x_k \|^2)^{1/2}.
\] (5.1)

This concept seems to date implicitly to a paper of Bourgain [4]. It was subsequently used
by Berkson and Gillespie [3] and a comprehensive study was undertaken by Clément, de
Pagter, Sukochev and Witvliet [7]. Let us observe that in the spaces $L_p$ when $1 < p < \infty$
(or indeed in any Banach lattice with nontrivial cotype) $R$-boundedness is equivalent to
a square-function estimate:
\[
\left\| \left( \sum_{k=1}^{n} |T_k x_k|^2 \right)^{1/2} \right\| \leq C \left\| \sum_{k=1}^{n} |x_k|^2 \right\|^{1/2}.
\]

From (4.1) we obtain the fact that if $A$ has maximal regularity then the sequence
$\{AR(\pm i 2^n, A)\}_{n=1}^{\infty}$ is $R$-bounded; a slight variation gives us that for $\frac{1}{2} \leq s \leq 1$
the sequences $\{AR(\pm is 2^n, A)\}_{n=1}^{\infty}$ are uniformly Rademacher-bounded (i.e. with the same
constant $C$). From this it is possible to see that the sets $\{AR(it, A) : |t| \geq 1\}$ are
$R$-bounded, based on simple properties of the resolvent. If $A^{-1}$ is bounded then using the
analyticity of the resolvent one can actually show that the set $\{AR(\lambda, A) : \Re \lambda \leq 0\}$ is
$R$-bounded.

The remarkable fact is that this condition is actually sufficient for maximal regularity
in a (UMD)-space. This was discovered by Lutz Weis [31] and myself (unpublished)
independently in the early summer of 1999. My own argument was a sledgehammer
technique using the unconditionality of the Haar series expansion of any $h \in L_p([0,T]; X)$.
Weis instead proved an elegant and more general Fourier multiplier result which implied
the same conclusion. Let us state Weis's theorem:

**Theorem 5.1** Let $X$ be a Banach space with (UMD) and suppose $A$ is a sectorial operator
with $\omega(A) < \frac{\pi}{2}$. Then $A$ has strong maximal regularity if and only if $\{AR(\lambda, A) : \Re \lambda \leq 0\}$
is Rademacher-bounded.

**Remark.** For maximal regularity one only needs that $\{AR(\lambda, A) : \Re \lambda \leq -\delta\}$ is
Rademacher-bounded for some $\delta > 0$.

This suggest a new concept of Rademacher-sectoriality. We say that a sectorial operator
is Rademacher-sectorial or $R$-sectorial for some angle $\phi$ if the set $\{R(\lambda, A) : |\arg \lambda| \geq \phi\}$
is $R$-bounded. We can denote by $\omega_R(A)$ the infimum of all such angles $\phi$. Clearly $\omega_R(A) \geq
\omega(A)$. The content of the results of §4 is that a Banach space with unconditional basis
always admits a sectorial operator which is not Rademacher-sectorial for any angle.

At this point Weis and I got in contact and decided to pool our resources and work on
these ideas together, starting in the fall of 1999 and continuing in the spring and summer
of 2000.
6. The joint functional calculus

For specialists in the area, the maximal regularity problem is but one aspect of a more general problem concerning the sum of two closed commuting operators. Let us suppose $A, B$ are two sectorial operators on a Banach space $X$ which commute in the sense that their resolvents commute. We can consider the sum $A + B$ on $\mathcal{D}(A) \cap \mathcal{D}(B)$; however it is not immediately clear that with this domain $A + B$ is closed. One sufficient condition is that $\|Ax\| \leq C\|Ax + Bx\|$ for $x \in X$. This can be viewed as the problem of whether $A(A + B)^{-1}$ can be defined as a bounded operator. The problem of maximal regularity is exactly of this type (cf. [10]). We consider $D$ on $L_p([0, T]; X)$ to be the operator $Df = f'$ on the set of all $f \in L_p$ of the form $f(t) = \int_0^t g(s)ds$ where $g \in L_p$. We then consider the equation

$$(D + \hat{A})f = h$$

where $\hat{A}f(t) = A(f(t))$ and $\hat{A}$ has domain of all $f$ such that $f(t) \in \mathcal{D}(A)$ almost everywhere. Maximal regularity is exactly the requirement that $A(D + A)^{-1}$ is bounded or that $D + A$ is closed [10].

From this more general viewpoint the Dore-Venni Theorem (Theorem 3.1) reads [14]:

**Theorem 6.1** Suppose $X$ is a Banach space with (UMD) and that $A, B$ are commuting sectorial operators with bounded imaginary powers satisfying

$$\|A^\alpha\| \leq Ke^{\theta_A|\alpha|}, \quad \|B^\alpha\| \leq Ke^{\theta_B|\alpha|}.$$ 

Then if $\theta_A + \theta_B < \pi$ then $A + B$ is closed on $\mathcal{D}(A) \cap \mathcal{D}(B)$ and $A(A + B)^{-1}$ extends to a bounded operator on $X$.

To derive Theorem 3.1 one need only observe that when $X$ has (UMD) and $1 < p < \infty$ $D$ has (BIP) with any $\theta_D > \frac{\pi}{2}$. In fact, we saw in Example 2 of §2 that $X$ has (UMD) if and only if $D$ has an $H^\infty$-calculus (or even (BIP)), and that in this case it always follows that $\omega_D(D) = \frac{\pi}{2}$.

Thus it is natural for us to consider the general problem of developing a joint functional calculus for two commuting sectorial operators. Suppose $\phi_A > \omega(A)$ and $\phi_B > \omega(B)$. Then if $f \in H^\infty(\Sigma_{\phi_A} \times \Sigma_{\phi_B})$ we make a formal definition of $f(A, B)$ by modifying (2.1):

$$f(A, B)x = \frac{-1}{4\pi^2} \int_{\Sigma_A} \int_{\Sigma_B} f(\zeta_1, \zeta_2)R(\zeta_1, A)R(\zeta_2, A)x \, d\zeta_2 d\zeta_1. \quad (6.1)$$

The general question is then to give conditions so that $f(A, B)$ is a bounded operator. In the particular case when $f(z_1, z_2) = z_1(z_1 + z_2)^{-1}$ then we will require of course that $\omega(A) + \omega(B) < \pi$ to avoid the singularities of $f$. It is natural to assume that one of the operators, say $A$, has an $H^\infty$-calculus.

In [19] we discovered a very general such theorem:

**Theorem 6.2** Suppose $X$ is any Banach space and that $A, B$ are commuting sectorial operators on $X$. Suppose that $\sigma > \omega_H(A)$ and $\sigma' > \omega(B)$ and that $f \in H^\infty(\Sigma_{\sigma} \times \Sigma_{\sigma'})$. Suppose further that the set $\{f(w, B) : w \in \Sigma_{\sigma}\}$ consists of bounded operators and is $R$-bounded. Then $f(A, B)$ is bounded.
We should emphasize that this theorem is really quite easy to prove; this is significant because it can be used to replace quite delicate and involved arguments in some existing theorems in the literature. A second point is that the R-boundedness assumption is too strong; one can replace it by U-boundedness, where we say that $\mathcal{F}$ is U-bounded if for some $C$ and all $T_1, \cdots, T_n \in \mathcal{F}$, $x_1, \cdots, x_n \in X$ and $x_1^*, \cdots, x_n^* \in X^*$ we have

$$\sum_{k=1}^{n} |\langle T_k x_k, x_k^* \rangle| \leq C \max_{\epsilon_k = \pm 1} \left\| \sum_{k=1}^{n} \epsilon_k x_k \right\| \max_{\epsilon_k = \pm 1} \left\| \sum_{k=1}^{n} \epsilon_k x_k^* \right\|. \quad (6.2)$$

U-boundedness is significantly weaker than R-boundedness, but, unfortunately for many practical examples it yields nothing new.

Let us put Theorem 6.2 to use by considering two problems. First let us look at the results of Lancien, Lancien and Le Merdy [20] on the existence of a full $H^\infty-$joint calculus (these results extended earlier work by Albrecht, Franks and McIntosh [1], [15] who considered only $L_p$-spaces when $1 < p < \infty$). Suppose $B$ also has an $H^\infty-$calculus and $\phi_A > \omega_H(A)$, $\phi_B > \omega_H(B)$. We say that $(A, B)$ has a joint $H^\infty(\Sigma_{\phi_A} \times \Sigma_{\phi_B})$-functional calculus if for every $f \in H^\infty(\Sigma_{\phi_A} \times \Sigma_{\phi_B})$ the operator $f(A, B)$ is bounded and then one necessarily has an estimate $\|f(A, B)\| \leq C \|f\|_{H^\infty}$. To apply Theorem 6.2 to a particular $f$ one needs that the family $\{f(w, B) : w \in \Sigma_{\phi_A}\}$ is R-bounded; to obtain this for every $f$ we really need that the family

$$\{f(B) : f \in H^\infty(\Sigma_{\phi_B}), \|f\|_{H^\infty} \leq 1\}$$

is R-bounded. This means that $B$ must have a Rademacher-bounded $H^\infty-$calculus. Thus we are led to the question of classifying Banach spaces where an $H^\infty-$calculus already implies a Rademacher-bounded $H^\infty-$calculus. There is a nice example due to Lancien, Lancien and Le Merdy to show that this is not always the case even in UMD-spaces.

**Example 4.** Consider the Schatten ideal $C_p$ where $1 \leq p < \infty$. We can consider this as a space of infinite matrices $a = (a_{jk})_{j,k}$. Now define $A(a) = (2^ja_{jk})_{j,k}$ and $B(a) = (2^ka_{jk})_{j,k}$ on their appropriate domains. Both $A$ and $B$ are $H^\infty-$sectorial with $\omega_H(A) = \omega_H(B) = 0$. Now for any suitable bounded analytic $f$ defined on some $\Sigma_{\phi_A} \times \Sigma_{\phi_B}$ it is clear that $f(A, B)$ is simply a Schur multiplier i.e. $f(A, B)a = (f(2^j, 2^k)a_{jk})_{j,k}$. Now it is pointed out in [20] that $(2^j, 2^k)$ is interpolating for $H^\infty(\Sigma_{\phi_A} \times \Sigma_{\phi_B})$ so that if $(A, B)$ have any joint $H^\infty-$calculus then every Schur multiplier $(a_{jk})_{j,k} \rightarrow (m_{jk}a_{jk})_{j,k}$ would have to be bounded. That only happens when $p = 2$. However if $1 < p < \infty$ these spaces even have (UMD) [5].

However, under appropriate conditions, one can get the desired conclusion. We say following Pisier [30] that $X$ has property $(\alpha)$ if for some constant $C$ if $(\epsilon_j)$ and $(\epsilon'_j)$ are two mutually independent sequences of Rademachers then for any $(x_{jk})_{j,k \leq n}$ in $X$ and scalar $(a_{jk})_{j,k \leq n}$ we have

$$E\| \sum_{j=1}^{n} \sum_{k=1}^{n} a_{jk} \epsilon_j \epsilon'_k x_{jk} \|^{2} \leq C \max_{j,k} |a_{jk}| \left( E\| \sum_{j=1}^{n} \sum_{k=1}^{n} \epsilon_j \epsilon'_k x_{jk} \|^2 \right)^{\frac{1}{2}}. \quad (6.3)$$

Then any subspace of a Banach lattice with non-trivial cotype has $(\alpha)$. Then we have [19]:
Theorem 6.3 Suppose $X$ has property $(\alpha)$ and that $A$ is an $H^\infty$—sectorial operator on $X$. Then for any $\phi > \omega_H(B)$ the set \( \{ f(B) : f \in H^\infty(\Sigma_\phi), \| f \|_{H^\infty} \leq 1 \} \) is R-bounded.

From this we deduce immediately by Theorem 6.2, as explained above:

Theorem 6.4 [20] Suppose $X$ has property $(\alpha)$ and that $A, B$ are $H^\infty$—sectorial operators on $X$. If $\phi_A > \omega_H(A)$ and $\phi_B > \omega_H(B)$ then $(A, B)$ has an $H^\infty(\Sigma_{\phi_A} \times \Sigma_{\phi_B})$—functional calculus.

In fact in [20] some weaker conditions on $X$ are given which imply the theorem (e.g. if $X$ is any Banach lattice); these results can be obtained from the more delicate version of Theorem 6.2 using U-boundedness (6.2).

Next we turn to the case when $\omega_H(A) + \omega_H(B) < \pi$ and consider the function $f(z_1, z_2) = z_1(z_1 + z_2)^{-1}$.

If we check Theorem 6.2 we see that we need that \( \{ w(w + B)^{-1} : w \in \Sigma_\sigma \} \) is Rademacher-bounded for some $\sigma > \omega_H(A)$. This exactly means that $\omega_H(B) + \omega_H(A) < \pi$.

We can then ask, as in the previous example if it is sufficient that $\omega_H(A) + \omega_H(B) < \pi$.

Example 4 above provides again some guidance for if we take $A, B$ as before, we require the boundedness of the Schur multiplier $(2^j(2^j + 2^k)^{-1})_{j,k}$ on $C_p$. If one spaces out the rows and columns one quickly deduces that if this multiplier is bounded then the lower triangular projection, corresponding to the Schur multiplier which is one below the diagonal and zero elsewhere is also bounded. In the case when $p = 1$ (the trace-class) this is false. Thus there are examples when $A, B$ are both $H^\infty$—sectorial and with $\omega_H(A) = \omega_H(B) = 0$ and yet $A(A + B)^{-1}$ is unbounded.

It turns out that we can prove a result somewhat analogous to Theorem 6.3. We first say that $X$ has property $(\Delta)$ if it obeys an inequality somewhat weaker than $(\alpha)$:

\[
(\mathbb{E} \| \sum_{j=1}^{n} \sum_{k=1}^{n} e_j e'_k x_{jk} \|)^{\frac{1}{2}} \leq C(\mathbb{E} \| \sum_{j=1}^{n} \sum_{k=1}^{n} e_j e'_k x_{jk} \|^2)^{\frac{1}{2}}.
\]

(6.4)

Note that this is somewhat like a lower triangular projection as in the preceding discussion. Property $(\Delta)$ is not nearly as restrictive as $(\alpha)$. It is enjoyed by any space with $(\alpha)$, and also by (UMD)-spaces and even spaces with analytic (UMD). It fails in $C_1$ ([16]).

Now in place of Theorem 6.3 we have:

Theorem 6.5 Let $X$ be a Banach space with property $(\Delta)$. Then if $A$ is $H^\infty$—sectorial, then $A$ is also R-sectorial and $\omega_R(A) = \omega_H(A)$.

As before, we deduce:

Theorem 6.6 [19] Let $X$ be a Banach space with property $(\Delta)$ and suppose $A, B$ are $H^\infty$—sectorial operators on $X$ with $\omega_H(A) + \omega_H(B) < \pi$. Then $A(A + B)^{-1}$ is bounded (and $A + B$ is a closed operator on $\mathcal{D}(A) \cap \mathcal{D}(B)$).

More recently, Le Merdy has improved Theorem 6.6:

Theorem 6.7 [22] Under the hypotheses of Theorem 6.6, $A + B$ is $H^\infty$—sectorial and $\omega_H(A + B) \leq \max(\omega_H(A), \omega_H(B))$. 

7. Concluding Remarks

We have attempted to give the flavor of recent work in this area, particularly in [17] and [19]. There are many problems left to resolve. Let us mention just two intriguing questions.

We know examples of sectorial which are not R-sectorial. However we do not know any example of an R-sectorial operator for which $\omega_R(A) > \omega(A)$.

The second question is more vague. The maximal regularity conjecture was made because all natural examples on say the spaces $L^p$ have maximal regularity. The problem is to explain why this phenomenon occurs. This would require isolating the properties of a sectorial operator induced by some differential operator which force it to be R-sectorial.
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1. Algebraic background

First we recall some basic algebra. Let $A$ be an algebra, always taken to be complex and associative; if $A$ has an identity, it is denoted by $e_A$. A linear space $E$ is an $A$-bimodule if there are bilinear maps $(a, x) \mapsto a \cdot x$ and $(a, x) \mapsto x \cdot a$ from $A \times E$ to $E$ such that $a \cdot (b \cdot x) = ab \cdot x$, $(x \cdot a) \cdot b = x \cdot ab$, and $a \cdot (x \cdot b) = (a \cdot x) \cdot b$ for all $a, b \in A$ and $x \in E$. For example, we can take $E = A$, and let $a \cdot x$ and $x \cdot a$ be the product in $A$. Again, let $E = \mathbb{C}$ and take $\varphi \in \Phi_A$, the character space of $A$ (so that $\varphi : A \to \mathbb{C}$ is a non-zero homomorphism), and set $a \cdot z = z \cdot a = \varphi(a)z$ for $a \in A$ and $z \in \mathbb{C}$. Clearly $\mathbb{C}$ is an $A$-bimodule for these operations; it is denoted by $\mathbb{C}_\varphi$.

Let $A$ be a commutative algebra. Then a symmetric $A$-bimodule is said to be an $A$-module. Here $E$ is symmetric if $a \cdot x = x \cdot a$ ($a \in A$, $x \in E$).

The following notion is one way of setting up an abstract version of 'differentiating a function'. Let $E$ be an $A$-bimodule. Then a linear map $D : A \to E$ is a derivation if

$$D(ab) = a \cdot Db + Da \cdot b \quad (a, b \in A).$$

The set of these linear maps is itself a linear space: it is denoted by $Z^1(A, E)$. For example, choose $x \in E$, and define

$$\delta_x(a) = a \cdot x - x \cdot a \quad (a \in A).$$
Then it is quickly checked that $\delta_x$ is a derivation; such derivations on $A$ are said to be inner. The set of inner derivations from $A$ to $E$ is a linear subspace of $Z^1(A, E)$, called $N^1(A, E)$.

For example, a linear functional $d : A \to \mathbb{C}_\varphi$ is a derivation if

$$d(ab) = \varphi(a)d(b) + \varphi(b)d(a) \quad (a, b \in A).$$

Functionals of this form are called point derivations on $A$ at the character $\varphi$.

We now give a key definition. Let $A$ be an algebra, and let $E$ be an $A$-bimodule. Then the first cohomology group of the algebra $A$ with coefficients in $E$ is defined to be


(This is a specific example of the groups $H^n(A, E)$, which are defined for each $n \in \mathbb{N}$: these are the basic objects of study in the so-called Hochschild cohomology theory of algebras. See [He 1] and [Da, §1.9], for example). To say that $H^1(A, E) = \{0\}$ is just to say that every derivation from $A$ into the $A$-bimodule $E$ is inner.

One of the themes that we shall explore is when an algebra $A$ is 'cohomologically trivial' in some sense. In pure algebra, this question asks for a characterization of the algebras $A$ such that $H^1(A, E) = \{0\}$ for each $A$-bimodule $E$. The answer is classical; it shows that such an algebra is 'almost trivial'.

Let $A$ be an algebra. Then the linear space $A \otimes A$ is an $A$-bimodule for maps $\cdot$ that satisfy the following equations:

$$a \cdot (b \otimes c) = ab \otimes c, \quad (b \otimes c) \cdot a = b \otimes ca \quad (a, b, c \in A). \quad (1.1)$$

There is a linear map $\pi_A : A \otimes A \to A$ defined by the condition that

$$\pi_A(a \otimes b) = ab \quad (a, b \in A);$$

this map is called the induced product map. In the case where $A$ has an identity, a diagonal in $A \otimes A$ is an element $u \in A \otimes A$ with $\pi_A(u) = e_A$ and $a \cdot u = u \cdot a \quad (a \in A)$. Thus $u$ has the form $\sum_{j=1}^n a_j \otimes b_j$, where $\sum_{j=1}^n a_j b_j = e_A$ and $\sum_{j=1}^n a a_j \otimes b_j = \sum_{j=1}^n a_j \otimes b_j a$ for each $a \in A$.

A full matrix algebra is an algebra $M_n(\mathbb{C})$ of $n \times n$ matrices over $\mathbb{C}$.

**Theorem 1.1** Let $A$ be an algebra. Then the following conditions on $A$ are equivalent:

(a) $H^1(A, E) = \{0\}$ for each $A$-bimodule $E$;

(b) $A$ has an identity and there is a diagonal in $A \otimes A$;

(c) $A$ is finite-dimensional and semisimple;

(d) $A$ is a finite direct sum of full matrix algebras. \(\square\)

The algebraic theory of derivations and the cohomology of algebras is given in [Da, §§1.8, 1.9] and many standard algebra texts, such as [Pi].
2. Continuous derivations

We now add some topology to our considerations. Thus, let \((A, \| \cdot \|)\) be a Banach algebra. Suppose that \(E\) is a Banach space for a norm \(\| \cdot \|\) and that \(E\) is also an \(A\)-bimodule. Then \(E\) is said to be a Banach \(A\)-bimodule if

\[
\| a \cdot x \| \leq \| a \| \| x \|, \quad \| x \cdot a \| \leq \| a \| \| x \| \quad (a \in A, \ x \in E).
\]

For example, we can take \(E = A\). Again, since every character on \(A\) is continuous, the one-dimensional \(A\)-bimodule \(\mathbb{C}\) is also a Banach \(A\)-bimodule. Next, let \(\| \cdot \|_\pi\) be the projective norm on the space \(A \otimes A\), so that, for \(z \in A \otimes A\), we have

\[
\| z \|_\pi = \inf \left\{ \sum_{j=1}^{n} \| a_j \| \| b_j \| : z = \sum_{j=1}^{n} a_j b_j, \ a_1, \ldots, a_n, b_1, \ldots, b_n \in A, \ n \in \mathbb{N} \right\}.
\]

The completion of \(A \otimes A\) with respect to this norm is the projective tensor product \(A \hat{\otimes} A\). Now \(A \hat{\otimes} A\) is a Banach \(A\)-bimodule for the maps defined in equation (1.1), and there is a continuous linear operator \(\tilde{\pi}_A : A \hat{\otimes} A \to A\) such that \(\tilde{\pi}_A(a \otimes b) = ab\ (a, b \in A)\); this map is called the projective induced product map.

Finally, we describe the important class of dual Banach \(A\)-bimodules. Let \(E\) be a Banach \(A\)-bimodule, with dual space \(E'\). Then \(E'\) is also a Banach \(A\)-bimodule for the maps given by the equations:

\[
\langle x, a \cdot \lambda \rangle = \langle x \cdot a, \lambda \rangle, \quad \langle x, \lambda \cdot a \rangle = \langle a \cdot x, \lambda \rangle \quad (a \in A, x \in E, \lambda \in E').
\]

The bimodule \(E'\) is said to be the dual of \(E\). In particular, the dual space \(A'\) is a Banach \(A\)-bimodule, called the dual module of \(A\).

Let \(E\) and \(F\) be Banach spaces. The Banach space of continuous linear operators from \(E\) to \(F\) is denoted by \(B(E, F)\).

Let \(A\) be a Banach algebra, and let \(E\) be a Banach \(A\)-bimodule. The space of continuous derivations from \(A\) to \(E\) is denoted by \(Z^1(A, E)\); it is a closed subspace of \(B(A, E)\), and it is a subspace of \(Z^1(A, E)_\pi\). The space of continuous inner derivations is \(N^1(A, E)\); in fact \(N^1(A, E) = N^1(A, E)_\pi\) because it is clear that every inner derivation is continuous. In general \(N^1(A, E)_\pi\) is not a closed subspace of \(B(A, E)\).

We detour to give an example that will be used later. Let \(A\) be a Banach algebra, let \(\varphi \in \Phi_A\), and let \(d \in Z^1(A, \mathbb{C}_\varphi)\), so that \(d\) is a continuous point derivation on \(A\) at the character \(\varphi\). Define \(D = \varphi \otimes d : A \to A'\), so that

\[
Da = d(a)\varphi \quad (a \in A).
\]

It is immediately checked that \(D \in Z^1(A, A')\). Suppose that \(D \in N^1(A, A')\). Then there exists \(\lambda \in A'\) such that \(Da = a \cdot \lambda - \lambda \cdot a\ (a \in A)\). We evaluate both sides of this equation at the element \(a\) of \(A\) to see that

\[
d(a)\varphi(a) = \langle a, a \cdot \lambda \rangle - \langle a, \lambda \cdot a \rangle = \langle a^2, \lambda \rangle - \langle a^2, \lambda \rangle = 0.
\]
It follows that \( d(a) = 0 \) whenever \( \varphi(a) \neq 0 \), and so \( d = 0 \). Thus \( D \) is only an inner derivation in the case where \( d = 0 \).

Let \( A \) be a Banach algebra, and let \( E \) be a Banach \( A \)-bimodule. Then the \textit{first continuous cohomology group of} \( A \) \textit{with coefficients in} \( E \) \textit{is defined to be} \[
\]

Thus \( \mathcal{H}^1(A, E) \) is always a seminormed space. (In general, the seminormed spaces \( \mathcal{H}^n(A, E) \) are defined for each \( n \in \mathbb{N} \): these spaces are the main object of study in the subject which is called \textit{topological homology}.)

Here are the standard questions about derivations that arise in the above setting.

(I) When are all derivations from \( A \) into \( E \) automatically continuous? That is, when does \( Z^1(A, E) = Z^1(A, E) \)? If this is not the case, can an arbitrary derivation \( D \in Z^1(A, E) \) be written in the form \( D = D_1 + D_2 \), where \( D_1 \) is a continuous derivation and \( D_2 \) is a discontinuous derivation of a special form?

(II) When does \( H^1(A, E) = \{0\} \) for some specific Banach \( A \)-bimodule \( E \), or for all such \( E \) in a certain class of Banach \( A \)-bimodules? If this is the case for a reasonable class of bimodules, \( A \) is said to be ‘cohomologically trivial’.

(III) Can one calculate the space \( \mathcal{H}^1(A, E) \)?

There is an enormous literature on questions (I) and (II); a small subset of this material is contained in [Da]. There are a few, but not many, examples of calculations of \( \mathcal{H}^1(A, E) \) in the literature; see [DaDu] for some results.

3. Contractible algebras

The first way in which a Banach algebra \( A \) could be ‘cohomologically trivial’ is to require that \( \mathcal{H}^1(A, E) = \{0\} \) for \textit{all} Banach \( A \)-bimodules \( E \). Banach algebras satisfying this condition are said to be \textit{contractible}. This seems to be the natural analogue of the above algebraic condition. However it is likely that this condition already forces \( A \) to be finite-dimensional; certainly there are no infinite-dimensional examples in any of the major classes of Banach algebras.

In the case where \( A \) has an identity, a \textit{projective diagonal} in \( A \hat{\otimes} A \) is an element \( u \in A \hat{\otimes} A \) such that \( a \cdot u = u \cdot a \ (a \in A) \) and \( \pi_A(u) = e_A \).

The analogue of Theorem 1.1 is the following.

\textbf{Theorem 3.1} \textit{Let} \( A \) \textit{be a Banach algebra. Then the following conditions are equivalent:}

(a) \( \mathcal{H}^1(A, E) = \{0\} \) \textit{for every Banach} \( A \)-\textit{bimodule} \( E \);

(b) \( A \) \textit{has an identity and there is a projective diagonal in} \( A \hat{\otimes} A \). \( \square \)
For a proof and further equivalent conditions, see [Da, 2.8.48].

A contractible Banach algebra $A$ is known to be finite-dimensional if $A$ satisfies any of the following extra conditions: (i) $A$ is commutative; (ii) $A$ has the compact approximation property as a Banach space; (iii) $A$ is a $C^*$-algebra. For a discussion and more results, see [Ru 1]. It is a nice theoretical problem to determine if a contractible Banach algebra is always finite-dimensional and semisimple, but this is not a central question.

It is clear that the class of contractible Banach algebras is too small: a much more important class of ‘cohomologically trivial’ Banach algebras will be described in the next section.

4. Amenable and weakly amenable algebras

In [Jo 1], Johnson introduced the class of amenable Banach algebras. In the subsequent years, it has become clear that this is a most significant and important class: the determination of the amenable algebras in diverse classes of Banach algebras has subsequently been a major theme in Banach algebra theory, throwing much light on the structure of various Banach algebras and generating many beautiful theorems.

**Definition 4.1** A Banach algebra $A$ is amenable if $\mathcal{H}^1(A, E') = \{0\}$ for each Banach $A$-bimodule $E$.

Thus we require that every continuous derivation into a dual Banach $A$-bimodule be inner. There are many intrinsic characterizations of amenable Banach algebras (see [Da, 2.9.65] and [He 1, VII.2.3]). We give one which is analogous to the two theorems that we have already stated. It is due to Johnson [Jo 2].

Let $A$ be a Banach algebra. An approximate diagonal for $A$ is a bounded net $(u_\alpha)$ in $(A \otimes A, \| \cdot \|_\pi)$ such that

$$\lim_\alpha (u_\alpha \cdot a - a \cdot u_\alpha) = 0 \quad \text{and} \quad \lim_\alpha \tilde{\pi}_A (u_\alpha) a = a$$

for each $a \in A$. A virtual diagonal for $A$ is an element $M$ of $(A \hat{\otimes} A)''$ such that

$$M \cdot a = a \cdot M \quad \text{and} \quad \pi_A''(M) \cdot a = a$$

for each $a \in A$. Here $\pi''_A : (A \hat{\otimes} A)'' \to A''$ is the second adjoint of $\tilde{\pi}_A$, and $A''$ and $(A \hat{\otimes} A)''$ are the Banach $A$-bimodules which are the duals of $A'$ and $(A \hat{\otimes} A)'$, respectively.

**Theorem 4.2** Let $A$ be a Banach algebra. Then the following conditions are equivalent:

(a) $\mathcal{H}^1(A, E') = \{0\}$ for every Banach $A$-bimodule $E$;
(b) $A$ has an approximate diagonal in $A \otimes A$;
(c) $A$ has a virtual diagonal in $(A \hat{\otimes} A)''$. \hfill $\square$
There is a surprising connection between amenability and bounded approximate identities. A net \( (e_a) \) in a Banach algebra \( A \) is a \textit{bounded left approximate identity (BLAI)} if \( \sup_a \|e_a\| < \infty \) and \( \lim_a e_a a = a \) for each \( a \in A \). Similarly, we define a bounded right approximate identity (BRAI). The net \( (e_a) \) is a \textit{bounded approximate identity (BAI)} if it is both a BLAI and a BRAI. The famous Cohen factorization theorem (see, for example, [Da, 2.9.24] and [HR 1, (32.22)]) says that \( A[2] = A \) for every Banach algebra \( A \) with a BLAI or BRAI. Here \( A[2] = \{ab : a, b \in A\} \); later we shall use the space \( A^2 \), which is the linear span of \( A[2] \). Then every amenable Banach algebra has a BAI, and so \( A = A[2] \): we say that \( A \) \textit{factors}. In fact, let \( I \) be a closed ideal in an amenable Banach algebra \( A \) such that \( I \) is complemented as a Banach space. Then \( I \) has a BAI and \( I = I[2] \), and \( I \) itself is amenable. Indeed, rather stronger results are true ([Da, §2.9]).

Let \( A \) be an algebra. Then \( A^\op \) is the same algebra with the opposite multiplication. The \textit{algebraic enveloping algebra} of \( A \) is \( A \otimes A^\op \): this is the space \( A \otimes A \) with a product that satisfies the rule

\[
(a_1 \otimes b_1)(a_2 \otimes b_2) = a_1 a_2 \otimes b_1 b_2 \quad (a_1, a_2, b_1, b_2 \in A).
\]

Let \( \pi_{A} \) be the induced product map. Then \( \ker \pi_{A} \) is a left ideal in \( A \otimes A^\op \). Now suppose that \( A \) is a Banach algebra. The \textit{enveloping algebra} \( A^e \) of \( A \) is defined to be the completion \( A \otimes A^\op \) of \( (A \otimes A^\op, \| \cdot \|_\pi) \), and \( \ker \pi_{A} \) is a closed left ideal in \( A^e \).

\textbf{Theorem 4.3} Let \( A \) be a Banach algebra. Then \( A \) is amenable if and only if \( A \) has a BAI and \( \ker \pi_{A} \) has a BRAI. \hfill \Box

For a proof of this result, see [He 1] and [CL].

There is a variant of the notion of amenability. A Banach algebra \( A \) is said to be \textit{weakly amenable} if \( \mathcal{H}(A, A') = \{0\} \): every continuous derivation from \( A \) into its dual module \( A' \) is inner. In the case where \( A \) is commutative, certainly \( \mathcal{N}^1(A, A') = \{0\} \), and so \( A \) is weakly amenable if and only if there are no non-zero, continuous derivations from \( A \) into \( A' \). This implies that \( \mathcal{Z}^1(A, E) = \{0\} \) for every Banach \( A \)-module \( E \).

Let \( A \) be a Banach algebra. Then the following implications are trivial.

- \( A \text{ amenable} \implies A \text{ weakly amenable} \);
- \( A \text{ weakly amenable} \implies A \text{ has no non-zero, continuous point derivations at any character} \).

The second implication follows from a remark in §2. In general, there is no converse to either of these implications, but the converses may hold in certain important classes of Banach algebras. We are interested in determining which algebras in various major classes satisfy one or more of the three conditions.

The seminal paper on the amenability of Banach algebras is [Jo 1]. Notions of amenability were also developed by Helemskii around the same time;
for an account, see [He 1] and [He 2]. The characterization of amenable Banach algebras in terms of virtual (and approximate) diagonals is in [Jo 2]. The concept of a weakly amenable Banach algebra was first defined in [BCDa]. For a characterization of weakly amenable, commutative Banach algebras, see [Gr] and [Da, 2.8.73].

5. C*-algebras and their closed subalgebras

Let $A$ be a commutative C*-algebra with an identity. Then $A$ has the form $C(\Omega)$, the algebra of all continuous, complex-valued functions on a compact space $\Omega$ (which is equal to $\Phi_A$). The algebra $C(\Omega)$ has the uniform norm $|f|_\Omega = \sup \{|f(x)| : x \in \Omega\}$ (for $f \in C(\Omega)$).

**Theorem 5.1** Each algebra $C(\Omega)$ is amenable. 

For a proof, see [BD, 43.12] and [Da, 5.6.2]. In fact, several different proofs are known; they are discussed in [Da, §5.6].

A *uniform algebra* is a closed subalgebra $A$ of an algebra $C(\Omega)$ such that $A$ contains the constants and separates the points of $\Omega$. For example, let $A = A(\mathbb{D})$ be the disc algebra of all continuous functions on the closed unit disc $\mathbb{D}$ which are analytic on the open disc $\mathbb{D}$. Then $A$ is a uniform algebra, and the map $f \mapsto f'(0)$ is a non-zero, continuous point derivation at the character $\varepsilon_0 : f \mapsto f(0)$ on $A$. Thus $A$ is not weakly amenable.

We have the following theorem of Sheinberg [Sh] (see [Da, 5.6.23]).

**Theorem 5.2** Let $A \subset C(\Omega)$ be a uniform algebra. Then $A$ is amenable if and only if $A = C(\Omega)$. 

We now consider when an arbitrary (non-commutative) C*-algebra has any of our three properties. This involves us in some very deep mathematics. It is easy to see that there are no non-zero, continuous point derivations on a C*-algebra. A much deeper result is the following theorem of Haagerup [Ha]. For a proof, see [Da, 5.6.77]; this latter proof is taken from [HaL].

**Theorem 5.3** Every C*-algebra is weakly amenable. 

The characterization of amenable C*-algebras is very deep, and we cannot even explain the terms that are involved. It is the work of several hands, principally Connes, Haagerup, and Effros. For an expository account, with some important simplifications of the original arguments, see [Ru 2].
Theorem 5.4 Let $A$ be a $C^*$-algebra. Then the following conditions on $A$ are equivalent:

(a) $A$ is amenable;
(b) $A$ is nuclear;
(c) $A''$ is amenable as a von Neumann algebra;
(d) $A''$ is semidiscrete.

The intuition is that ‘fairly small’ $C^*$-algebras are amenable, but larger ones are not. Thus $K(H)$, the $C^*$-algebra of all compact operators on a Hilbert space $H$, is always amenable, but $B(H)$ is only amenable in the case where $H$ is finite-dimensional. We still do not have an elementary proof of this latter result; one that is more elementary than the original, but still not very elementary, is given in [Ru 2].

A second question above asked when all derivations from various Banach algebras $A$ into an arbitrary Banach $A$-bimodule are automatically continuous. It is a theorem of Ringrose (see [KR, 4.6.65]) that all derivations from an arbitrary $C^*$-algebra are automatically continuous: see [Da, 5.3.4] for a more general result. On the other hand there are discontinuous derivations from the disc algebra $A(D)$ (despite the fact that all point derivations on this algebra are continuous) and from many other proper uniform algebras. For a construction of such discontinuous derivations, see [Da, §5.6]. However, there is one open question that we find puzzling. Let $A = A(D)$ be the disc algebra, let $E$ be a Banach $A$-bimodule, and let $D : A \to E$ be a derivation. The value of $D$ on the polynomials $p$ of the form $\alpha_0 + \alpha_1 X + \cdots + \alpha_n X^n$ is determined by the value of $D(X)$ in $E$. Indeed $Dp = p' \cdot D(X)$, where $p'$ is the formal derivative of $p$. Is the restriction of $D$ to the subalgebra of polynomials necessarily continuous? The known discontinuous derivations $D$ are constructed so that $D(p) = 0$ for each polynomial $p$, but such that $D(\exp X) \neq 0$. Thus the answer to this is not obvious. For some partial results, see [St].

6. Commutative Banach algebras

Let $\Omega$ be a compact space. A Banach function algebra on $\Omega$ is a subalgebra $A$ of $C(\Omega)$ such that $A$ contains the constants, separates the points of $\Omega$, and is a Banach algebra for some norm $\| \cdot \|_1$; necessarily $\|f\| \geq |f|_{\Omega}$ ($f \in A$). The Banach function algebra $A$ is a natural if every character on $A$ has the form $\varepsilon_x : f \mapsto f(x)$ for some $x \in \Omega$. See [Da, §4.1].

We give some examples in the case where $\Omega = \mathbb{I}$, the closed internal $[0,1]$. Let $C^{(1)}(\mathbb{I})$ denote the set of functions $f$ on $\mathbb{I}$ such that the derivative $f'$ exists and is continuous on $\mathbb{I}$, and define

$$\|f\|_1 = |f|_2 + |f'|_2 \quad (f \in C^{(1)}(\mathbb{I})).$$

Then $(C^{(1)}(\mathbb{I}), \| \cdot \|_1)$ is a natural Banach function algebra on $\mathbb{I}$. There are obvious, non-zero, continuous point derivations on this algebra: the map
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$f \mapsto f'(0)$ is such a point derivation at the character $\varepsilon_0$. Thus $C^{(1)}(\mathbb{I})$ is neither weakly amenable nor amenable. It is also easy to see that there are many discontinuous point derivations at each character on $C^{(1)}(\mathbb{I})$. Again, the Banach space $C(\mathbb{I})$ is a Banach $C^{(1)}(\mathbb{I})$-module for the pointwise product, and the map

$$D : f \mapsto f', \quad C^{(1)}(\mathbb{I}) \to C(\mathbb{I}),$$

is a continuous derivation.

Now take $\alpha$ with $0 < \alpha < 1$, and let

$$p_\alpha(f) = \sup \left\{ \frac{|f(s) - f(t)|}{|s - t|^{\alpha}} : s, t \in \mathbb{I}, s \neq t \right\}$$

for a function $f$ on $\mathbb{I}$. Define

$$\text{Lip}_\alpha \mathbb{I} = \{ f : p_\alpha(f) < \infty \},$$

so that $\text{Lip}_\alpha \mathbb{I}$ is a Lipschitz space. It is easily checked that $\text{Lip}_\alpha \mathbb{I}$ is a Banach function algebra on $\mathbb{I}$ with respect to the norm $\| \cdot \|_\alpha$, where

$$\|f\|_\alpha = |f|_\alpha + p_\alpha(f) \quad (f \in \text{Lip}_\alpha \mathbb{I}).$$

There is a subalgebra $\text{lip}_\alpha \mathbb{I}$ of $\text{Lip}_\alpha \mathbb{I}$: this consists of the functions $f$ in $\text{Lip}_\alpha \mathbb{I}$ such that

$$\frac{|f(s) - f(t)|}{|s - t|^{\alpha}} \to 0 \quad \text{as } |s - t| \to 0.$$

This subalgebra is also a Banach function algebra on $\mathbb{I}$; it is the closure in $\text{Lip}_\alpha \mathbb{I}$ of the space of (restrictions to $\mathbb{I}$ of) polynomials. The character space of both $\text{Lip}_\alpha \mathbb{I}$ and $\text{lip}_\alpha \mathbb{I}$ is just $\mathbb{I}$, so that both algebras are natural. See [Da, §4.4] and [Wea]. The algebras $\text{lip}_\alpha \mathbb{I}$ form a chain between $C(\mathbb{I})$ and $C^{(1)}(\mathbb{I})$: if $0 < \alpha < \beta < 1$, then

$$C^{(1)}(\mathbb{I}) \subset \text{lip}_\beta \mathbb{I} \subset \text{lip}_\alpha \mathbb{I} \subset C(\mathbb{I}).$$

There are no non-zero, continuous point derivations on the algebras $\text{lip}_\alpha \mathbb{I}$, but there are many discontinuous point derivations at each character. Let $M_\alpha = \{ f \in \text{lip}_\alpha \mathbb{I} : f(0) = 0 \}$, a maximal ideal of $\text{lip}_\alpha \mathbb{I}$. Then $M_\alpha^\perp$ has infinite codimension in $M_\alpha$, and this shows that $\text{lip}_\alpha \mathbb{I}$ is not amenable. It remains to determine when $\text{lip}_\alpha \mathbb{I}$ is weakly amenable. The answer is a result of [BCDa]; see [Da, 5.6.14].

**Theorem 6.1** Let $\alpha \in (0, 1)$. Then $\text{lip}_\alpha \mathbb{I}$ is weakly amenable if and only if $\alpha \leq 1/2$. \(\square\)

Thus, if $\text{lip}_\alpha \mathbb{I}$ is ‘sufficiently close’ to $C^{(1)}(\mathbb{I})$ (i.e., if $\alpha > 1/2$), there is a non-zero, continuous derivation on $\text{lip}_\alpha \mathbb{I}$, and so the functions in this algebra have some residual ‘differentiability properties’.

Now let us consider derivations on a general commutative Banach algebra $A$. The (Jacobson) radical of an algebra $A$ is denoted by $\text{rad} A$; the algebra
is *semisimple* if \( \text{rad } A = \{0\} \) and *radical* if \( \text{rad } A = A \). For each Banach algebra \( A \), \( \text{rad } A \) is a closed ideal in \( A \); for a commutative Banach algebra \( A \), \( \text{rad } A \) consists of the quasi-nilpotent elements of \( A \), that is, the elements \( a \in A \) such that \( \|a^n\|^{1/n} \to 0 \) as \( n \to \infty \).

The intuition is that the range of a derivation on a commutative Banach algebra \( A \) is necessarily 'small'. This is confirmed by the following theorem.

**Theorem 6.2** Let \( D : A \to A \) be a derivation on a commutative Banach algebra \( A \). Then \( D(A) \subseteq \text{rad } A \).

This theorem, in the case where \( D \) is assumed to be continuous, is due to Singer and Wermer [SW]; see [BD, 18.16] and [Da, 2.7.20]. It is a very much deeper result that the theorem also holds in the case where \( D \) may be discontinuous: this is the achievement of Thomas [Th]. See [Da, 5.2.48] for a full proof.

A famous open question is to seek a non-commutative version of Theorem 6.2. The conjecture is that \( D(P) \subseteq P \) for each primitive ideal \( P \) in a Banach algebra \( A \) and each derivation \( D \) on \( A \). Partial results towards this conjecture and various equivalent formulations are given in [Da, §5.2].

We return to commutative Banach algebras. It seems from examples that an amenable commutative Banach algebra \( A \) should be 'close to \( C(\Phi_A) \)' in some sense. A specific form of this feeling was the conjecture, open for many years, that there could be no non-zero, commutative, radical, amenable Banach algebra. However this conjecture has recently been refuted by Read [Re] with a dramatic new example that may open a door to new vistas in the theory of commutative, radical Banach algebras.

**Theorem 6.3** There is a non-zero, commutative, radical, amenable Banach algebra.

For an exposition of this construction, see [Da, §5.6].

There remains much that is unknown about commutative Banach algebras which are amenable. For example, it is open whether or not there is such an algebra (other than \( C \)) which is an integral domain. This takes us close to perhaps the hardest question in Banach algebra theory: is there a commutative Banach algebra \( A \) (other than \( C \)) such that the only closed ideals of \( A \) are \( \{0\} \) and \( A \)? Such an algebra is said to be *topologically simple*.

It is known that, if there is a primitive ideal \( P \) in a Banach algebra \( A \) and a derivation \( D \) on \( A \) such that \( D(P) \not\subseteq P \), then there is a topologically simple Banach algebra, but there has been no progress following this line of development for many years.

### 7. Group algebras

We now consider the answers to our various questions for several classes of group algebras.

Let \( G \) be a locally compact group, with left Haar measure \( m = m_G \).

The *group algebra* of \( G \) is \( L^1(G) \); this is the set of (equivalence classes of)
complex-valued, measurable functions $f$ on $G$ such that

$$\|f\|_1 = \int_G |f(t)| \, dm(t) < \infty,$$

taken with the convolution product $\ast$, where

$$(f \ast g)(t) = \int_G f(s)g(s^{-1}t) \, dm(s) \quad (f, g \in L^1(G)).$$

We obtain the much-studied Banach algebra $(L^1(G), \ast, \|\|)$; this algebra is commutative if and only if the group $G$ is abelian.

A larger algebra than $L^1(G)$ is the measure algebra $M(G)$, which consists of all complex-valued, regular Borel measures on $G$. Let $\mu \in M(G)$.

Then the total variation of $\mu$ is denoted by $|\mu|$, and $\|\mu\| = |\mu|(G)$. Thus $(M(G)), \|\| )$ is a Banach space. For $\mu, \nu \in M(G)$, we define $\mu \ast \nu$ by the formula

$$(\mu \ast \nu)(E) = \int_G \nu(x^{-1}E) \, d\mu(x)$$

for each Borel set $E$ in $G$. With respect to this product, $M(G)$ is a Banach algebra. As a Banach space, $M(G) = C_0(G)'$, and the product $\mu \ast \nu$ of $\mu, \nu \in M(G)$ is the element of $C_0(G)'$ such that

$$\langle f, \mu \ast \nu \rangle = \int_G \int_G f(st) \, d\mu(s) \, d\nu(t) \quad (f \in C_0(G)).$$

Let $\delta_s$ denote the point mass at $s$ for $s \in G$. Then $M(G)$ contains the discrete measures of the form $\mu = \sum_{s \in G} \alpha_s \delta_s$, where $\|\mu\| = \sum_{s \in G} |\alpha_s| < \infty$.

The set of discrete measures is denoted by $M_d(G)$, and it is identified with $\ell^1(G)$. Clearly $M_d(G)$ is a closed subalgebra of $M(G)$, and $\delta_G$ is the identity of $M(G)$. In the case where the group $G$ is discrete (as a topological space), we have $M(G) = \ell^1(G)$. The group algebra $L^1(G)$ has an identity if and only if the group $G$ is discrete; however $L^1(G)$ always has a BAI (of bound equal to 1), and so each algebra $L^1(G)$ factors.

A measure $\mu$ is continuous if $\mu(s) = 0$ for each $s \in G$. The set of continuous measures in $M(G)$ is denoted by $M_c(G)$: this is a closed ideal in $M(G)$, and we have

$$M(G) = M_d(G) \oplus M_c(G) = \ell^1(G) \oplus M_c(G).$$

In the case where $G$ is not discrete, $M_c(G) \neq \{0\}$.

The algebra $L^1(G)$ is identified (via the Radon-Nikodym theorem) with the closed ideal $M_{ac}(G)$ of absolutely continuous measures in $M(G)$. Indeed, for $f \in L^1(G)$, define $\mu_f \in M(G)$ by

$$\langle g, \mu_f \rangle = \int_G f(s)g(s) \, dm(s) \quad (g \in C_0(G));$$
the map \( f \mapsto \mu_f \) is the required identification.

For a full description of these algebras, see [HR 1] and [Da, §3.3].

There is always one character on \( M(G) \). This is the augmentation character
\[
\varphi : \mu \mapsto \int_G d\mu(s) = \mu(G), \quad M(G) \to \mathbb{C}.
\]

For example, let \( \mu = \sum_{s \in G} \alpha_s \delta_s \in \ell^1(G) \). Then \( \varphi(\mu) = \sum_{s \in G} \alpha_s \). The intersection of \( \ker \varphi \) with \( L^1(G) \) gives a closed, maximal modular ideal \( L_0^1(G) \) of codimension one in \( L^1(G) \). This is the augmentation ideal of \( L^1(G) \), so that
\[
L_0^1(G) = \left\{ f \in L^1(G) : \int_G f(s) \, dm(s) = 0 \right\}.
\]

In the case where \( G \) is discrete, there may be no other characters on \( M(G) \). (If \( G \) is abelian, there are many such characters, and they form the dual group \( \hat{G} \).) However, if \( G \) is not discrete, there is another character, which we now describe: it will be required later.

The construction of this new character makes sense in a more general context. Let \( A \) be an algebra such that \( A \) has a subalgebra \( B \) and an ideal \( \mathcal{I} \), and is such that \( A \) is the linear space direct sum of \( B \) and \( \mathcal{I} \); in this case \( A \) is the semidirect product of \( B \) and \( \mathcal{I} \), written \( A = B \ltimes \mathcal{I} \). Let \( \pi : A \to A/\mathcal{I} = B \) be the quotient map, and let \( \varphi \in \Phi_B \). Then \( \tilde{\varphi} = \varphi \circ \pi \) is a character on \( A \). Let \( \lambda \) be a linear functional on \( \mathcal{I} \), and extend \( \lambda \) to a linear functional on \( A \) by requiring that \( \lambda | B = 0 \). We ask when \( \lambda \) is a point derivation on \( A \) at \( \tilde{\varphi} \). A little calculation shows that this is the case if
\[
\lambda | I^2 = 0, \quad \lambda(bx) = \lambda(xb) = \varphi(b)\lambda(x) \quad (b \in B, \ x \in \mathcal{I}). \tag{7.2}
\]

We shall apply this in the case where \( A = M(G) \), \( B = \ell^1(G) \), and \( I = M_c(G) \), so that \( A = B \ltimes \mathcal{I} \). Now \( \varphi \) is taken to be the augmentation character on \( B \), and the corresponding character \( \tilde{\varphi} \) is the discrete augmentation character.

The most dramatic theorem about the amenability of \( L^1(G) \) is the seminal result of Johnson from [Jo 1]. Recall that a locally compact group \( G \) is amenable if there is a continuous linear functional \( \Lambda \) on \( L^\infty(G) \) such that \( (1, \Lambda) = ||\Lambda|| = 1 \) and \( \Lambda \) is translation-invariant. Abelian groups and compact groups are amenable; the standard example of a discrete, non-amenable group is \( F_2 \), the free group on two generators.

**Theorem 7.1** Let \( G \) be a locally compact group. Then the following conditions are equivalent.

(a) the Banach algebra \( L^1(G) \) is amenable;
(b) the locally compact group \( G \) is amenable;
(c) the augmentation ideal \( L_0^1(G) \) has a BLAl.

It was this theorem that suggested the name ‘amenable’ for the class of Banach algebras that we are discussing. For an exposition of this result, see [Da, 5.7.42].
At a later stage, Johnson also proved that $L^1(G)$ is always weakly amenable. A shorter proof of this result is due to Despic and Ghahramani [DG]; see [Da, 5.6.48].

**Theorem 7.2** Let $G$ be a locally compact group. Then $L^1(G)$ is weakly amenable.

In particular, by taking $G$ to be a non-amenable locally compact group, we obtain a group algebra $L^1(G)$ such that $L^1(G)$ is weakly amenable, but not amenable.

Now consider the augmentation ideal $L^1_0(G)$. It is clear from remarks that we have made that $L^1_0(G)$ is also amenable if and only if $G$ is an amenable group. What about the weak amenability of $L^1_0(G)$? It was suspected by considering Theorem 7.2 that this Banach algebra would always be weakly amenable, and this was proved for many groups in [GrL]. However a recent example of Johnson and White [JoW] shows that, for the group $G = SL(2, \mathbb{R})$, the augmentation ideal $L^1_0(G)$ is not weakly amenable. It is surprising that whether or not an algebra is weakly amenable can be changed by moving to a closed ideal that has codimension just 1 in the larger algebra.

Let $A$ be a Banach algebra. As well as considering continuous derivations from $A$ into the dual module $A'$, one can consider derivations from $A$ into its $n$th dual space $A^{(n)}$: the algebra $A$ is $n$-weakly amenable if $\mathcal{H}^1(A, A^{(n)}) = \{0\}$. For a study of this notion, see [DaGGr]. It is trivial to see that an algebra which is $(n+2)$-weakly amenable is always $n$-weakly amenable, but the converse is not true: an example of a 1-weakly amenable Banach algebra which is not 3-weakly amenable has been given recently by Zhang [Z]. It is proved in [DaGGr] that $L^1(G)$ is always $(2n-1)$-weakly amenable for $n \in \mathbb{N}$, but we do not know about the ‘even’ dual spaces. In particular, we would like to prove that $L^1(G)$ is always 2-weakly amenable. See [Jo 3] for a recent strong partial result: the result is trivial for amenable groups $G$, and Johnson proves it for all free groups, so there are not many groups for which the question remains open.

A question apparently closely related to that of the amenability of $L(G)$ is whether or not $\mathcal{H}^1(L^1(G), M(G)) = \{0\}$ for every group $G$. (Recall that $M(G) = C_0(G)'$). This is clearly equivalent to the following question.

- Let $G$ be a locally compact group, and let $D$ be a continuous derivation on the group algebra $L^1(G)$. Does there necessarily exist a measure $\mu$ in $M(G)$ such that $Df = \mu * f - f * \mu$ for each $f$ in $L^1(G)$?

This question lies at the very beginning of the cohomology theory of Banach algebras; it suggested the theory of amenable Banach algebras to Barry Johnson. The question is still open. It is known [Jo 1] to have a positive answer in many special cases: for example, this is so whenever $G$ is an amenable group, whenever $G$ is a discrete group, and whenever $G$ is a so-called SIN group. See [Da, §5.6] for proofs of these and other results. The following advance has recently been announced by Johnson [Jo 4].
Theorem 7.3 Let $G$ be a connected locally compact group. Then
\[ \mathcal{H}^1(L^1(G)), M(G) = \{0\}. \]

We do know explicit groups $G$ for which this question remains open.

Here is the second, substantial question about 'automatic continuity' and group algebras.

- Characterize those locally compact groups $G$ such that every derivation from $L^1(G)$ into an arbitrary Banach $L^1(G)$-bimodule is automatically continuous.

It is a basic conjecture that this is true for all locally compact groups. Study of this conjecture has forced us to consider more deeply than heretofore the structure of the algebras $L^1(G)$. For example, let $J = L^1_0(G)$, the augmentation ideal. We should like to know when $J = J^2$ or $J = J^3$. Certainly $J = J^3$ in the case where $G$ is amenable, for then $J$ is itself amenable.

It is always true that $J = J^2$, but we need a stronger result to deal with the above continuity question. Such a result has recently been established by Willis [Wi 2] in a major study of the structure of $L^1(G)$, as follows. This work is a striking example of the process whereby a specific question on automatic continuity leads to new insight on the structure of $L^1(G)$; the proof involves the probability theory and 'random walks on groups'.

Theorem 7.4 Let $G$ be a $\sigma$-compact, locally compact group, and let $K$ be a closed ideal of finite codimension in $L^1(G)$. Then there are a closed left ideal $L$ with a BRAI and a closed right ideal $R$ with a BLAI such that $K = L + R$. \[\square\]

A consequence of this result is the following. Let $K$ be as in the theorem, and let $(f_n)$ be a sequence in $K$ such that $f_n \to 0$. Then there exist sequences $(g_n)$ and $(h_n)$ in $K$ such that $g_n \to 0$ and $h_n \to 0$ and elements $h_0$ and $g_0$ in $K$ such that
\[ f_n = g_n \ast h_0 + g_0 \ast h_n \quad (n \in \mathbb{N}). \]

This is a key piece of information for an attack on the above conjecture. Nevertheless, it is not in itself sufficient, and the conjecture has not been resolved in general. Partial results, mostly due to Johnson and Willis, are given below; see [Da, §5.7] for further details.

Theorem 7.5 Let $G$ be a locally compact group. Then all derivations from the group algebra $L^1(G)$ are continuous in the following cases:

(i) $G$ is abelian;
(ii) $G$ is compact;
(iii) $G$ is discrete and locally finite;
(iv) $G$ is soluble;
(v) $G$ is connected. \[\square\]

The question is open in the case where $G$ is $\mathbb{F}_2$, the free group on two generators.
Derivations from Banach algebras

8. Measure algebras

For rather a long time, the characterization of the locally compact groups such that $M(G)$ is amenable was left open. The point that remained unproved was to establish that $M(G)$ is not amenable in the case where $G$ is not discrete. Recently we have resolved this question in a strong form in joint work with F. Ghahramani and A. Ya. Helemskii.

Let $G$ be a non-discrete locally compact group. We shall show that $M(G)$ always has a non-zero, continuous point derivation. This was shown in the case where $G$ is abelian by Brown and Moran [BM]; see also [GM, 8.5.3]. Remarks in §4 show that it is sufficient to show that there is a non-zero, continuous point derivation at a character of $M(G)$; the character that we utilize is the discrete augmentation character of §7.

Throughout this section, $G$ is a non-discrete locally compact group; we set $B = \ell^1(G)$ and $I = M\mathcal{C}(G)$, so that $M(G) = B \otimes I$.

The first step is to construct a ‘Cantor-type’ set in $G$ in the case where $H$ is a non-discrete, metrizable, locally compact group.

**Lemma 8.1** There is a decreasing nest $(K_n : n \in \mathbb{N})$ of compact subsets of $H$ such that the following hold for each $n \in \mathbb{N}$:

1. $K_n$ is the disjoint union of $4^n$ sets $K_n(i_1 \ldots , i_n)$, where each $i_j$ belongs to $\{1, 2, 3, 4\}$;
2. $K_{n+1}(i_1 \ldots , i_{n+1}) \subset K_n(i_1 \ldots , i_n)$ in each case;
3. the diameter of each set $K_n(i_1 \ldots , i_n)$ is at most $2^{-n}$ and each such set has non-empty interior;
4. $x_1x_2^{-1}x_3x_4^{-1} \neq e_H$ whenever $x_1, x_2, x_3, x_4$ belong to four distinct sets of the form $K_n(i_1 \ldots , i_n)$.

**Proof** Start with a non-empty, open subset $U$ of $H$ such that $\overline{U}$ is compact, and set $V = U \times U \times U \times U$. For each permutation $\sigma$ of the set $\{1, 2, 3, 4\}$, define

$$T_\sigma = \{ (x_1, x_2, x_3, x_4) \in V : x_{\sigma(1)} = x_{\sigma(2)} \},$$

$$S_\sigma = \{ (x_1, x_2, x_3, x_4) \in V : x_{\sigma(1)}x_{\sigma(2)}^{-1}x_{\sigma(3)}x_{\sigma(4)}^{-1} = e_H \}.$$

Each of these sets is closed and nowhere dense in $G$, and so their union $S$ is also closed and nowhere dense. Set $W = V \setminus S$, so that $W$ is open and dense in $H$. Take $(a_1, a_2, a_3, a_4) \in W$. Then $a_i \neq a_j$ whenever $i \neq j$. Next, take $r > 0$ such that the four open balls $B(a_i; r)$ in $G$ are pairwise disjoint and such that $\prod_{i=1}^4 B(a_i; r) \subset W$. Set $K_1(i) = B(a_i; r/2)$ for $i = 1, 2, 3, 4$, and set $K_1 = \bigcup_{i=1}^4 K_1(i)$.

This is the first step of the construction. We continue in an obvious way. It is easy to check that we obtain all the required properties.

We define $K = \bigcap \{ K_n : n \in \mathbb{N} \}$, so that $K$ is a non-empty, totally disconnected, perfect, compact set in $G$: in fact, $K$ has cardinality at least $2^{8^0}$, and $K$ is a Cantor set.
It is clear that $x_1x_2^{-1}x_3x_4^{-1} \neq e_H$ whenever $x_1, x_2, x_3, x_4$ are four distinct points of $K$.

There is a positive measure $\mu_0$ in $M_c(H)$ such that $\|\mu_0\| = \mu_0(K) = 1$.

The above proof required $H$ to be metrizable. Now suppose that $G$ is an arbitrary non-discrete locally compact group. Then results about topological groups to be found in [HR 1] show that $G$ has a closed subgroup $G_1$ such that $G_1$ is separable and $H := G_1/N$ is a non-discrete, metrizable group. We construct a compact set $K$ in $H$ as above, and try to lift $K$ to a subset of $G$. In fact, by using a ‘Borel cross-section theorem’, we find a Borel subset $V$ of $G$ such that $x_1x_2^{-1}x_3x_4^{-1} \neq e_G$ whenever $x_1, x_2, x_3, x_4$ are four distinct points of $V$. (We cannot obtain a compact set with this property, but this does not matter.) The measure $\mu_0$ is transferred to a positive measure, also called $\mu_0$, in $M_c(G)$ with $\|\mu_0\| = \mu_0(V) = 1$.

The following key step is an elementary combinatorial argument.

**Lemma 8.2** The set $xV \cap yV$ contains at most three points whenever $x$ and $y$ are distinct points of $G$.

**Proof** We can suppose that $y = e_G$ and that $xV \cap V \neq \emptyset$. Choose an element $x_1 \in xV \cap V$, say $x_1 = xx_{2}$ with $x_2 \in K$, so that $x_1 \neq x_2$. Assume towards a contradiction that there exists $x_3 \in xK \cap V$ such that $x_3$ is not equal to any of the three points $x_1, x_2, or xx_1$, say $x_3 = xx_4$ for some $x_4 \in V$ with $x_4 \neq x_3$. We check that $x_4 \neq x_1$ and that $x_4 \neq x_2$. Thus $x_1, x_2, x_3, x_4$ are four distinct points of $K$. But $x_1x_2^{-1}x_3x_4^{-1} = xx^{-1} = e_G$, a contradiction. The result follows. □

**Lemma 8.3** Take $\mu \in I = M_c(G)$, and set $E(\mu) = \{x \in G : |\mu|(xV) > 0\}$. Then $E(\mu)$ is a countable set.

**Proof** It is sufficient to show that, for each $k \in \mathbb{N}$, the set

$$F := \{x \in G : |\mu|(xV) > 1/k\}$$

is finite. Assume towards a contradiction that this is false, and take a set $\{y_n : n \in \mathbb{N}\}$ of distinct points of $F$. Since $|y_mV \cap y_nV| \leq 3$, the set $W := \bigcup \{y_mV \cap y_nV : m \neq n\}$ is countable, and so $|\mu|(W) = 0$ because the measure $\mu$ is continuous. The sets $y_nW \setminus W$ for $n \in \mathbb{N}$ are pairwise disjoint and $|\mu|(y_nW \setminus W) > 1/k$ for each $n \in \mathbb{N}$. This is not possible because $|\mu|(G) < \infty$. Thus the result holds. □

Define $\Lambda \in I'$ by setting $\langle \mu, \Lambda \rangle = \mu(V)$ $(\mu \in I)$. It is clear that $\Lambda \neq 0$ because $\langle \mu_0, \Lambda \rangle = \mu_0(V) = 1$. Indeed $\|\Lambda\| = 1$.

**Lemma 8.4** Let $\Lambda$ be as above. Then $\Lambda |I^2 = 0$. 

The functional $\lambda$ is \textit{translation-invariant} if $s \cdot \lambda \cdot t = \lambda$ for each $s, t \in G$.

In fact, $M(G)'$ has the form $C_0(\mathbb{R})'' = C(\mathbb{R})$ for a certain extremely disconnected, compact space $X$, and $M_\mathbb{R}(G)$ is isotonic to $C(X, \mathbb{R})$ when these spaces have their obvious partial orders. The space $C(X, \mathbb{R})$ is a boundedly complete lattice in the sense that any subset which is bounded above has a supremum. By using this, we modify $\Lambda$ in the way that we require.

Let $\Lambda$ be as above. As a subset of $C(X, \mathbb{R})$, the set $\{s \cdot \Lambda \cdot t : s, t \in G\}$ is bounded above by the constant function $1$. Then we can define

$$d = \sup \{s \cdot \Lambda \cdot t : s, t \in G\},$$

taking the supremum in $C(X, \mathbb{R})$ and transferring it to $M_\mathbb{R}(G)'$. Clearly $d \in M(G)'$, and it is easy to check that $d | B = 0$ and that $d | I^2 = 0$. Let $\nu = \sum_{s \in G} \alpha_s \delta_s$ belong to $B$, and let $\mu \in I$. Then

$$d(\mu \ast \nu) = \sum_{s \in G} \alpha_s \langle \delta_s \ast \mu, d \rangle = \sum_{s \in G} \alpha_s \langle \mu, d \cdot \delta_s \rangle = \sum_{s \in G} \alpha_s \langle \mu, d \rangle = \varphi(\nu) d(\mu),$$

and similarly, $d(\nu \ast \mu) = \varphi(\nu) d(\mu)$. It follows from our earlier remarks (see (7.2)) that $d$ is a point derivation at the discrete augmentation character. Finally $d \neq 0$ because $\Lambda \neq 0$.

\textbf{Theorem 8.5} Let $G$ be a locally compact group. Then the following conditions are equivalent:

(a) $G$ is discrete;

(b) $M(G)$ is weakly amenable;

(c) there is a non-zero, continuous point derivation on $M(G)$.
Theorem 8.6 Let $G$ be a locally compact group. Then the following conditions are equivalent:

(a) $G$ is discrete and amenable;

(b) $M(G)$ is amenable.

The above results, some related theorems, and some open questions are contained in [DaGH 1] and [DaGH 2].
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1. Unital Homomorphisms and Composition Operators

A uniform algebra is a closed subalgebra $A$ of the complex algebra $C(K)$ that contains the constants and separates points. Here $K$ is a compact Hausdorff space, and $A$ is endowed with the supremum norm inherited from $C(K)$. We denote the spectrum (maximal ideal space) of $A$ by $M_A$. We may regard $f \in A$ as a continuous complex-valued function on $M_A$, by identifying $f$ with its Gelfand transform.

We consider a homomorphism $T : A \to B$ from a uniform algebra $A$ to another uniform algebra $B$. Thus $T$ is a continuous linear transformation from $A$ to $B$ that is multiplicative, $T(fg) = T(f)T(g)$ for $f, g \in A$. We will focus on unital homomorphisms, that is, homomorphisms that satisfy

$$T(1) = 1.$$  

This guarantees that $T$ is nontrivial, and in fact that $||T|| = 1$.

We denote by $\phi$ the restriction of the adjoint $T^* : B^* \to A^*$ to the spectrum $M_B$ of $B$. Since $T$ is multiplicative, $\phi$ maps $M_B$ to $M_A$, and $T$ coincides with the composition operator

$$T_\phi(f) = f \circ \phi, \quad f \in A.$$  

Thus any unital homomorphism $T$ can be regarded as a composition operator $T_\phi$, and conversely, any composition operator from $A$ to $B$ is a unital homomorphism.

There are a number of natural questions about $T_\phi$ that arise. When is $T_\phi$ compact? When is $T_\phi$ weakly compact? When is $T_\phi$ completely continuous?

Since an operator is compact if and only if its adjoint is compact, it is not difficult to prove the following.
Theorem 1. A unital homomorphism $T_\phi$ from $A$ to $B$ is compact if and only if $\phi(M_B)$ is a norm-compact subset of $A^*$.

There is an analogous characterization of weakly compact homomorphisms.

Theorem 2. A unital homomorphism $T_\phi$ from $A$ to $B$ is weakly compact if and only if $\phi(M_B)$ is a weakly compact subset of $A^*$, that is, $\phi(M_B)$ is $A^{**}$-compact.

In the case that $T_\phi : A \to A$ is a unital homomorphism from $A$ to itself, we may ask: What is the spectrum of $T_\phi$? What are the eigenvalues and eigenfunctions of $T_\phi$? In this case, observe that 1 is always an eigenvalue of $T_\phi$, with eigenfunction the constant function $f = 1$.

Thus $\lambda_1 \cdots \lambda_n$ is an eigenvalue providing $f_1 \cdots f_n \neq 0$, and we have the following.

Lemma. Suppose that the uniform algebra $A$ is an integral domain. Then the eigenvalues of a unital homomorphism $T_\phi$ of $A$ to itself form a unital multiplicative semigroup of complex numbers.

2. Homomorphisms of the Disk Algebra

We denote by $D$ the open unit disk in the complex plane, $D = \{ |z| < 1 \}$. The prototypical uniform algebra is the disk algebra $A(D)$, which consists of the analytic functions on $D$ that extend continuously to the boundary circle $\partial D$. The unital homomorphisms $T_\phi$ of $A(D)$ are composition operators corresponding to continuous functions $\phi$ from $D$ to $\overline{D}$ that are analytic on $D$. Each such function $\phi$, excepting the identity $\phi(z) \equiv z$, has a unique fixed point $z_0 \in \overline{D}$, that is, $\phi(z_0) = z_0$. If $\phi(z) \equiv z_0$ is constant, then $T_\phi$ is one-dimensional, its spectrum is $\sigma(T_\phi) = \{ 0, 1 \}$, and there is not much to say.

Suppose that $\phi(z)$ is neither the identity nor constant, and suppose that the fixed point $z_0$ of $\phi(z)$ lies in $D$. The eigenvalue equation $T_\phi f = \lambda f$ becomes Schröder’s equation,

$$ f(\phi(z)) = \lambda f(z), \quad z \in D, \quad (3) $$

which arises in the study of complex dynamical systems. A solution $f$ of Schröder’s equation satisfying $f(z_0) = 0$ and $f'(z_0) \neq 0$ conjugates the map $\phi$ in some neighborhood of the fixed point $z_0$ to the complex dilation $w \to \lambda w$ near $w = 0$. If there is such an $f$, the corresponding eigenvalue of $T_\phi$ is necessarily $\lambda = \phi'(z_0)$.

Compact homomorphisms of $A(D)$ and their spectra are characterized as follows.

Theorem 3. Let $T_\phi$ be a unital homomorphism of $A(D)$, where $\phi : \overline{D} \to \overline{D}$ is not the identity. If the fixed point $z_0$ of $\phi$ belongs to $\partial D$, then $T_\phi$ is compact if and only if $\phi(z) \equiv z_0$ is constant. If the fixed point $z_0$ of $\phi$ belongs to $D$, then $T_\phi$ is compact if and only if $\phi(D)$ is a relatively compact subset of $D$.

In the case that $T_\phi$ is compact, the iterates of $\phi$ converge uniformly to the fixed point $z_0$. As we shall see shortly, this has been generalized considerably by H. Kamowitz and further by U. Klein. The following result is more specific to the unit disk, though Klein has obtained a partial generalization.

Theorem 4. Let $T_\phi$ be a compact unital homomorphism of $A(D)$, and suppose that the fixed point $z_0$ of $\phi$ belongs to $D$. If $\phi'(z_0) \neq 0$, then the spectrum of $T_\phi$ consists of 0 and
a sequence of simple eigenvalues which are the powers of \(\phi'(z_0)\),

\[
\sigma(T_\phi) = \{0, 1, \phi'(z_0), \phi'(z_0)^2, \phi'(z_0)^3, \ldots\}.
\]

If \(\phi'(z_0) = 0\), then the spectrum of \(T_\phi\) reduces to two points, \(\sigma(T_\phi) = \{0, 1\}\).

In the case that \(\phi'(z_0) \neq 0\), the eigenfunction \(f(z)\) corresponding to the eigenvalue \(\phi'(0)\) is called the principal eigenfunction of \(T_\phi\). It is a solution of Schröder's equation, and it satisfies \(f'(z_0) \neq 0\). If we normalize \(f(z)\) by \(f'(z_0) = 1\), then it is unique. The power \(f(z)^n\) is an eigenfunction with eigenvalue \(\phi'(z_0)^n\).

**Proof of Theorem 4 (following [12]):** We can assume that \(z_0 = 0\). Denote \(\mu = \phi'(0)\) and \(\Delta_\delta = \{|z| \leq \delta\}\). Choose \(\delta > 0\) so small that \(\phi(\Delta_\delta) \subset \Delta_\delta\). Fix \(m \geq 1\), let \(A_\delta\) be the algebra of continuous functions on \(\Delta_\delta\) that are analytic on the interior of \(\Delta_\delta\), and let \(B_m\) be the subspace of \(A_\delta\) of functions that satisfy \(g(0) = g'(0) = \cdots = g^{(m-1)}(0) = 0\). Thus \(B_0 = A_\delta\), and \(B_m\) has codimension \(m\) in \(A_\delta\). Define \(S_m(g) = g \circ \phi\) for \(g \in B_m\). Let \(C\) be the supremum of \(|\phi(z)|^m/\delta^m\) on \(\Delta_\delta\). The Schwarz inequality shows that \(|S_m| \leq C\). Since \(B_m\) has codimension \(m\) in \(A_\delta\), \(S_0\) has at most \(m\) linearly independent eigenfunctions corresponding to eigenvalues \(\lambda\) with \(|\lambda| > C\). When \(\delta\) is very small, \(C\) is approximately \(|\mu|^m\). We conclude that there are at most \(m\) linearly independent eigenfunctions of \(S_0\) whose eigenvalues satisfy \(|\lambda| > |\mu|^m\). Since eigenfunctions of the operator \(T_\phi\) on \(A(D)\) restrict to eigenfunctions of the restricted composition operator \(S_0\) on \(A_\delta\), there are at most \(m\) linearly independent eigenfunctions of \(T_\phi\) whose eigenvalues satisfy \(|\lambda| > |\mu|^m\).

To complete the proof, it suffices now to establish the existence of the principal eigenfunction. For this, we take \(m = 2\), and we assume that \(\delta\) chosen so that \(C < |\mu|\). Then \(S_2 - \mu\) is invertible on \(B_2\), and there is \(h \in B_2\) such that \(\phi - \mu z = (S_2 - \mu)h\). Then \(f(z) = z - h(z)\) satisfies \(f(\phi(z)) = \mu f(z)\) for \(z \in \Delta_\delta\). Since the iterates of \(D\) under \(\phi\) eventually are contained in \(\Delta_\delta\), we can use this functional equation to extend \(f(z)\) to \(\overline{D}\), thus obtaining the principal eigenfunction.

## 3. The Pseudohyperbolic Metric on the Spectrum

The pseudohyperbolic metric in the unit disk \(D\) is given by

\[
\rho(z, w) = \frac{|z - w|}{|1 - \overline{w}z|}, \quad z, w \in D.
\]

Thus \(\rho(z, w) = |F(z)|\), where \(F\) is the conformal self-map of \(D\) that sends \(w\) to 0. This interpretation makes it clear that the expression \(\rho(z, w)\) is invariant under conformal self-maps of \(D\). It is easy to check (using properties of conformal self-maps) that \(\rho(z, w)\) satisfies the triangle inequality, so that it is indeed a metric.

The **pseudohyperbolic metric** \(\rho_A(x, y)\) on the spectrum \(M_A\) of the uniform algebra \(A\) is defined by

\[
\rho_A(x, y) = \sup\{\rho(f(x), f(y)) : f \in A, ||f|| < 1\}, \quad x, y \in M_A.
\]

The triangle inequality for \(\rho_A\) follows immediately from the triangle inequality for \(\rho\).

If \(f \in A\) satisfies \(||f|| < 1\), and if \(F\) is a conformal self-map of \(D\), then \(F \circ f \in A\) and \(||F \circ f|| < 1\). In other words, the unit ball of \(A\) is invariant under composition with
conformal self-maps of \( D \). By composing with the self-map that sends \( f(y) \) to 0, one sees that \( \rho_A(x, y) \) is the supremum of \( |f(x)| \) over all \( f \in A \) satisfying \( ||f|| < 1 \) and \( f(y) = 0 \). Since this supremum is the norm of the restriction of the evaluation functional at \( x \) to the null space of the evaluation functional at \( y \), we have

\[
\rho_A(x, y) = ||x||_{y^{-1}(0)} ||, \quad x, y \in M_A.
\] (7)

It is easy to check that

\[
\rho_A(x, y) \leq ||x - y|| \leq 2\rho_A(x, y), \quad x, y \in M_A.
\] (8)

Thus convergence in the pseudohyperbolic metric is the same on \( M_A \) as convergence in the norm of \( A^* \).

In the case that \( A \) is the disk algebra \( A(D) \), the pseudohyperbolic metric on \( D \) is given by (5) if \( z, w \in D \), and by \( \rho_A(z, w) = 1 \) if either \( |z| = 1 \) or \( |w| = 1 \), \( z \neq w \).

Two points \( x, y \in M_A \) are said to belong to the same Gleason part of \( M_A \) if \( \rho_A(x, y) < 1 \). It is easy to check that this is an equivalence relation, so that the Gleason parts are well-defined. The Schwarz inequality for analytic functions shows that any connected analytic set in \( M_A \) is contained in a single Gleason part.

**Theorem 5.** The Gleason parts of a uniform algebra are open and closed in the weak topology (\( A^{**} \)-topology) of \( M_A \).

For detailed proofs, see [23] and [8]. The theorem follows directly from the work of B. Cole (see [10]) on idempotents in \( A^{**} \). The double dual \( A^{**} \) of \( A \) is a uniform algebra, and we may regard \( M_A \) as a subset of \( M_{A^{**}} \). According to Cole, each Gleason part \( Q \) in \( M_A \) corresponds to a minimal idempotent \( F_Q \) in \( A^{**} \), which satisfies \( F_Q = 1 \) on \( Q \) and \( F_Q = 0 \) on \( M_A \backslash Q \). Since \( F_Q \) is \( A^{**} \)-continuous on \( M_A \), the Gleason part \( Q \) is \( A^{**} \)-clopen in \( M_A \).

**Corollary.** A weakly compact subset of \( M_A \) meets only finitely many Gleason parts.

One application of this corollary is to show that any weakly compact homomorphism from the disk algebra \( A(D) \) to a uniform algebra \( B \) is compact. For this, we suppose the homomorphism is the operator of composition with \( \phi : M_B \to D \). Since \( \phi(M_B) \) is weakly compact, it meets only finitely many Gleason parts, each in a weakly compact set. Hence \( \phi(M_B) \) consists of a finite number of points of \( \partial D \) and a compact subset of \( D \), so that in fact \( \phi(M_B) \) is norm compact in \( A(D)^* \), and \( T \) is compact.

This argument can be extended somewhat. We say that \( A \) is a unique representing measure algebra, or \( URM \)-algebra, if every \( x \in M_A \) has a unique representing measure on the Shilov boundary of \( A \). The disk algebra \( A(D) \) and the algebra \( H^\infty(D) \) are \( URM \)-algebras. Each Gleason part of a \( URM \)-algebra is either a point or an analytic disk (see [16,9]), and the proof technique used to prove this shows also that the weak and norm topologies coincide on the spectrum of a \( URM \)-algebra. The above argument then yields the following result of A. Ülger ([23]; see also [8]).

**Theorem 6.** A weakly compact homomorphism from a \( URM \)-algebra \( A \) to a uniform algebra \( B \) is compact.
4. Homomorphisms and Pseudohyperbolic Contractions

In this section we describe several results obtained by Udo Klein in his thesis [19]. We organize the results as four theorems.

**Theorem 7.** Let $T_\phi$ be a unital homomorphism from $A$ to $B$, and let $C$ be the $\rho_A$-diameter of $\phi(M_B)$. Then

$$\rho_A(\phi(x), \phi(y)) \leq C \rho_B(x, y), \quad x, y \in M_B. \quad (9)$$

The constant $C$ is sharp.

**Proof.** Suppose $f \in A$ satisfies $||f|| < 1$ and $f(\phi(y)) = 0$. If $w \in M_B$, then $|f(\phi(w))| = \rho(f(\phi(w)), f(\phi(y))) \leq \rho_A(\phi(w), \phi(y)) \leq C$. Thus $g = (f \circ \phi)/C$ satisfies $||g|| \leq 1$ and $g(y) = 0$. Hence $|g(x)| \leq \rho_B(x, y)$, which yields $|f(\phi(x))| \leq C \rho_B(x, y)$. Taking the supremum over such $f$, we obtain (9).

The existence of the unique fixed point in the next theorem is due to H. Kamowitz [17], who obtained a result valid for homomorphisms of Banach algebras.

**Theorem 8.** Suppose that $M_A$ is connected. Let $T_\phi$ be a unital homomorphism of $A$, where $\phi : M_A \to M_A$. Suppose $T_\phi$ is compact. Then $\phi$ is a strict contraction with respect to the pseudohyperbolic metric $\rho_A$, and the iterates of $\phi$ converge in norm to a (unique) fixed point $x_0$ of $\phi$.

**Proof.** In this case, $\phi(M_A)$ is norm compact and connected. Hence it is contained in a single Gleason part and has $\rho_A$-diameter $C$ strictly less than 1. Thus $\phi$ is a contraction with respect to the $\rho_A$-metric, and the contraction mapping principle applies.

For the remaining theorems we introduce some notation. We suppose that $T_\phi$ is a unital homomorphism of $A$ and that $\phi : M_A \to M_A$ has a fixed point $x_0$. Let $A_0$ denote the null-space of $x_0$, that is, $A_0$ consists of the functions $f \in A$ such that $f(x_0) = 0$. Let $T_0$ be the restriction of $T_\phi$ to $A_0$. From (7) we have

$$\rho_A(x, x_0) = \sup \{|f(x)| : f \in A_0, ||f|| < 1\}. \quad (10)$$

Since $\sup \{|f(\phi(x))| : f \in A_0, ||f|| < 1\} \leq ||T_0|| \sup \{|g(x)| : g \in A_0, ||g|| < 1\}$, we obtain

$$\rho_A(\phi(x), x_0) \leq ||T_0|| \rho_A(x, x_0), \quad x \in M_A. \quad (11)$$

In particular, $\rho_A(\phi(x), x_0) \leq ||T_0||$. If $f \in A_0$ satisfies $||f|| < 1$, then $|(T_0 f)(x)| = |f(\phi(x))| \leq \rho_A(\phi(x), x_0)$. Taking the suprema first over $x \in M_A$ and then over such $f$, we conclude that

$$||T_0|| = \sup_{x \in M_A} \rho_A(\phi(x), x_0). \quad (12)$$

We will denote by $\phi^k$ the $k$th iterate of $\phi$, so that $T_\phi^k = T_{\phi^k}$. The iterate $\phi^k$ also has fixed point $x_0$, and the associated restriction operator is $T_0^k$. Finally, we denote the spectral radius $\lim_{n \to \infty} ||S^n||^{1/n}$ of an operator $S$ by $||S||_{sp}$.

**Theorem 9.** Let $T_\phi$ be a unital homomorphism of $A$. Suppose $\phi$ has a fixed point $x_0$, and denote $T_0 = T_\phi|_{A_0}$ as above. If $||T_0||_{sp} < 1$, then

$$||T_0||_{sp} \leq \limsup_{x \to x_0} \frac{\rho_A(\phi(x), x_0)}{\rho_A(x, x_0)}. \quad (13)$$
Proof. Let $\alpha$ be strictly greater than the lim sup. If $||T_0^N|| < 1$, then $\phi^N$ is a contraction. By choosing $N$ very large, we can assume that $\phi^N(M_A)$ is contained in a neighborhood of $x_0$ on which $\rho_A(\phi(x), x_0) \leq \alpha \rho_A(x, x_0)$. Then

$$\frac{\rho_A(\phi(x), x_0)}{\rho_A(\phi(x), x_0)} = \prod_{j=1}^{k} \frac{\rho_A(\phi(x), x_0)}{\rho_A(\phi(x), x_0)} \leq \alpha^k$$

(14)

for all $x \in M_A$. From (12) we then have

$$||T_0^{N+k}|| = \sup_{x \in M_A} \rho_A(\phi(x), x_0) \leq \alpha^k \sup_{x \in M_A} \rho_A(\phi(x), x_0) = \alpha^k ||T_0^N||.$$  

(15)

If now we take the $(N+k)$th root and let $k \to \infty$, we obtain $||T_0||_{sp} \leq \alpha$, which establishes the estimate.

Recall that a point derivation at $x_0$ is a linear functional on $A$ that satisfies the Leibniz rule

$$L(fg) = f(x_0)L(g) + g(x_0)L(f), \quad f, g \in A.$$  

(16)

Let $D_0$ denote the subspace of $A^*$ consisting of the continuous point derivations at $x_0$. Since $x_0$ is a fixed point of $\phi$, $D_0$ is an invariant subspace of $T^*$.

**Theorem 10.** Let $T_0$ be a unital homomorphism of $A$. Suppose that $M_A$ is connected and that $T_0$ is compact. Let $x_0$ be the fixed point of $\phi$, let $D_0$ be the space of continuous point derivations at $x_0$, and let $T_0 = T_0\phi A_0$ be as above. Then the spectral radius of $T_0$ coincides with the spectral radius of the restriction of the adjoint operator $T^{**}_0$ to $D_0$,

$$||T_0||_{sp} = ||T^{**}_0|_{D_0}||_{sp}.$$  

(17)

Proof. Let $R = ||T_0||_{sp}$ denote the spectral radius of $T_0$. Fix $k \geq 2$. From the preceding theorem, applied to $\phi^k$, we have

$$\limsup_{x \to x_0} \frac{\rho_A(\phi(x), x_0)}{\rho_A(x, x_0)} \geq ||T_0^k||_{sp} = R^k.$$  

(18)

Choose $x_n \in M_A$ such that $\rho_A(x_n, x_0) \to 0$ and $R^k \leq (1 + \epsilon) \rho_A(\phi(x_n), x_0)/\rho_A(x_n, x_0)$. Since $y_n = (x_n - x_0)/\rho_A(x_n, x_0)$ satisfies $||y_n|| \leq 2$, by (8), we may pass to a subsequence and assume that $T_0(y_n) = (\phi(x_n) - x_0)/\rho_A(x_n, x_0)$ converges in norm, say to $L \in A^*$. Then $||L|| \leq 2$, and it is straightforward to check that $L$ satisfies the Leibnitz identity, so that $L \in D_0$. Further, $||T_0^{k-1}L|| = \lim ||\phi^{k-1}(x_n) - x_0||/\rho_A(x_n, x_0) \geq \lim \rho_A(\phi(x_n), x_0)/\rho_A(x_n, x_0) \geq R^k/(1 + \epsilon)$, where we have used (8) again. Thus the norm of $(T_0^{k-1})_{D_0}$ is at least $R^k/2$. Taking $k$th roots and letting $k \to \infty$, we obtain $||T_0^{k}||_{D_0} \geq R$. The reverse inequality is easier and does not require the compactness hypothesis. Because derivations kill the constants, one obtains $||T_0^kL|| \leq 2||T_0^k||_{D_0} \leq 2||T_0||$. Apply this with $T_0$ replaced by $T^{**}_0$ and send $k \to \infty$, to obtain $||T^{**}_0|_{D_0}||_{sp} \leq R$. 
Theorem implies in particular that if the spectral radius of $T_0$ is strictly positive, then there exist nontrivial continuous point derivations at $x_0$. In some sense these point derivations represent the vestiges of an analytic structure at $x_0$.

In the case of the disk algebra, with fixed point $z_0 \in D$ satisfying $\phi'(z_0) \neq 0$, the space $D_0$ is one-dimensional, spanned by the functional $g \mapsto g'(z_0)$. The operator $T_\phi^*$ on $D_0$ is multiplication by $\phi'(z_0)$. Thus the norm of $T_\phi^*$ on $D_0$ coincides with the absolute value $|\phi'(z_0)|$ of the principal eigenvalue of $T_\phi$.

**Question.** How much of this analysis can be carried out if it is assumed that $T_\phi$ is only weakly compact? In particular, if $M_\phi$ is connected and $T_\phi$ is weakly compact, does $\phi$ have a fixed point?

### 5. Homomorphisms of the Ball Algebra

We turn now to some specific families of uniform algebras. In this section we describe a theorem of Aron, Galindo and Lindström [2]. It extends a theorem on compact composition operators that is known for the disk algebra (Section 2) and the ball algebra in finite dimensions (see [5, Theorem 7.20]) to a setting in which the unit disk is replaced by the open unit ball $B$ of a Banach space $X$. We consider for simplicity the algebra $H^\infty(B)$ of bounded analytic functions on $B$.

**Theorem 11.** Let $B$ be the open unit ball of a Banach space $X$. Let $T_\phi$ be a compact unital homomorphism of $H^\infty(B)$, and suppose that $\phi$ maps $B$ analytically into the ball $rB$ centered at $0$ of radius $r < 1$. Then the iterates of $\phi$ converge to a fixed point $x_0 \in B$ of $\phi$. The spectrum of $T_\phi$ is the unital semigroup generated by the spectrum of the Fréchet derivative $(d\phi)(x_0)$, together with $0$.

**Proof.** The existence of the fixed point $x_0$ follows from Theorem 8. It is straightforward to check that $(d\phi)(x_0)$ is a compact operator.

The affine approximation to the analytic function $f(x)$ at $x_0$ is given by $f(x) \approx f(x_0) + f'(x_0)(x - x_0)$, where $f'(x_0) \in X^*$. Suppose $g = (\lambda I - T_\phi)f$ is in the range of $\lambda I - T_\phi$. Comparing affine approximations and using the chain rule, we obtain $g(x_0) + g'(x_0)(x - x_0) = \lambda f(x_0) + \lambda f'(x_0)(x - x_0) - f(x_0) + f'(x_0)(d\phi)(x_0)(x - x_0)$. Equating the linear terms, we obtain

$$g'(x_0)(y) = f'(x_0)((\lambda I - (d\phi)(x_0))y), \quad y \in X.$$  \hspace{1cm} (19)

From this identity we see that the null space of $\lambda I - (d\phi)(x_0)$ is annihilated by $g'(x_0)$ for all $g$ in the range of $\lambda I - T_\phi$. If now $\lambda \neq 0$ is in the spectrum of the compact operator $(d\phi)(x_0)$, then the null space of $\lambda I - (d\phi)(x_0)$ is nonzero, the operator $\lambda I - T_\phi$ is not onto, and $\lambda$ is in the spectrum of $T_\phi$. Thus the spectrum of $T_\phi$ includes the spectrum of $(d\phi)(x_0)$, hence it includes the unital semigroup generated by the spectrum of $(d\phi)(x_0)$.

For the reverse inclusion, we must use the higher order terms of the Taylor series. Each complex-valued analytic function $f$ has a Taylor expansion $f(x) = \sum m(x - x_0)$ near $x_0$, where $m(x)$ is an $m$-homogeneous analytic function on $X$ that is bounded on bounded sets. Such $m$-homogeneous analytic functions, with the supremum norm over $B$, form a Banach space $P_m$. The operator $T_\phi$ induces an operator on $P_m$ by composing and neglecting higher order terms. The idea is to show that this operator is compact and has
eigenvalues consisting of all $m$-fold products $\lambda_1 \cdots \lambda_m$, where the $\lambda_i$'s are eigenvalues of $(d\phi)(x_0)$. One way to go about this is to use the fact that $P_m$ is the dual space of a certain tensor product space, spanned by symmetric tensors of the form $x \otimes \cdots \otimes x$, $x \in X$ (the $m$-fold symmetric projective tensor product). Under this duality, the operator on $P_m$ is the dual of the operator $x \otimes \cdots \otimes x \to (d\phi)(x_0)x \otimes \cdots \otimes (d\phi)(x_0)x$, whose spectrum is known (see [22]) to consist of $m$-fold products as above. If now $f$ is a nonzero analytic function that satisfies $(\lambda f - T\phi)f = 0$, and $m$ is the smallest integer for which the term $f_m$ in the Taylor expansion of $f$ is nonzero, then $f_m$ is an eigenfunction for the corresponding operator on $P_m$, thus the eigenvalue $\lambda$ is an $m$-fold product of eigenvalues of $(d\phi)(x_0)$.

We mention an interesting example, pointed out in [2], of a homomorphism $T_\phi$ that is weakly compact but not compact. Such an example is obtained by taking $X$ to be the Tsirelson space and $\phi$ to be the restriction to $B$ of any noncompact linear operator $S$ on $X$ satisfying $||S|| < 1$.

6. The Algebra $A(D)$

Let $D$ be a bounded domain in the complex plane, and let $A(D)$ be the algebra of analytic functions on $D$ that extend continuously to the boundary $\partial D$ of $D$. The spectrum of $A(D)$ is the closure $\overline{D} = D \cup \partial D$ of $D$. The Gleason parts of $A(D)$ are the one-point parts consisting of peak points on $\partial D$, and a single Gleason part consisting of $D$ and the nonpeak points on $\partial D$. The unital homomorphisms $T_\phi$ of $A(D)$ to itself are composition operators corresponding to continuous functions $\phi$ from $D$ to $D$ that are analytic on $D$.

The following theorem is a sharpened version of a theorem in [14] (see also [7]).

Theorem 12. Let $S$ be a subset of $\overline{D}$ that is not precompact with respect to the pseudohyperbolic metric $\rho_{A(D)}$. Then for any $\varepsilon_k > 0$, $1 \leq k < \infty$, there are points $z_k \in S$, disjoint subsets $E_k$ of $D$, and functions $g_k \in A(D)$ such that $|g_k| \leq C$ for some universal constant $C$, $|g_k| \leq \varepsilon_k$ off $E_k$, $g_k(z_k) = 1$, and $g_k(z_n) = 0$ for $n \neq k$. If $\sum \varepsilon_k = \varepsilon$ is small, and if the $z_k$'s converge (in the topology of $\overline{D}$), then the linear operator $a \to \sum a_k g_k$ maps the Banach space $c_0$ of null sequences bicontinuously onto a closed complemented subspace of $A(D)$.

The proof is similar to those given in [14] and [7], though there are more technical details. It is easy to construct smooth functions $g_k$ with the properties of the theorem. A key idea in the proof is to modify the smooth functions to obtain analytic functions. This is done by using the Cauchy transform to solve a $\overline{\partial}$-problem, with explicit estimates for the solutions. The projection of $A(D)$ onto the subspace $c_0$ is given by $f \to \sum f(z_k)g_k$.

The point evaluations at the $z_k$'s span a closed subspace of $A(D)^*$ that is isomorphic to $\ell^1$. Consequently the evaluation functionals at the $z_k$'s are not weakly compact in $A(D)^*$, and the set $S$ in the theorem above is not weakly compact. This proves the following theorem and also raises a question.

Theorem 13. The weak and norm topologies of $\overline{D}$, regarded as a subset of $A(D)^*$, have the same compact sets.

Question: Do the weak and norm topologies of $A(D)^*$ always coincide on $\overline{D}$?
From the theorem we obtain the following dichotomy, which shows in particular that any weakly compact homomorphism of $A(D)$ is compact.

**Theorem 14.** Let $T$ be a homomorphism from $A(D)$ to a uniform algebra $B$. Either $T$ is compact, or there is an embedding $c_0 \hookrightarrow A(D)$ of $c_0$ onto a complemented subspace of $A(D)$ on which $T$ is an isomorphism (linear and bicontinuous).

**Proof.** Assume that $T = T^\phi$ is unital, and apply the preceding theorem to $S = \phi(M_B)$.

A similar theorem holds for the uniform algebra $R(K)$, where $K$ is a compact subset of the complex plane. The key procedure of solving a $\bar{\partial}$-problem is the same as that used for $A(D)$.

Now the algebras $A(D)$ and $R(K)$ are tight uniform algebras. Tight uniform algebras form a class of algebras for which the $\bar{\partial}$-problem is solvable in some abstract sense (see [CG]). S. Saccone [21] has shown that every tight uniform algebra $A$ has the Pełczyński property: if $T$ is a continuous linear operator from $A$ to a Banach space, then either $T$ is weakly compact, or there is an embedding $c_0 \hookrightarrow A$ of $c_0$ onto a subspace of $A$ on which $T$ is an isomorphism. The preceding theorem can be viewed as a sharpened form of this dichotomy in the special case at hand. For another version of the dichotomy, which applies to Hankel operators, see [7].

7. The Algebra $H^\infty(D)$

Now we turn to the algebra $H^\infty(D)$ of bounded analytic functions on $D$. There are analogues for $H^\infty(D)$ of each of the theorems in Section 6. The analogue of Theorem 13 is as follows.

**Theorem 15.** Let $D$ be a bounded domain (or open set) in the complex plane. The following are equivalent, for a subset $E$ of $D$: (i) $E$ is a norm-precompact subset of $H^\infty(D)^*$; (ii) $E$ is a weakly precompact subset of $H^\infty(D)^*$; (iii) $E$ does not contain an interpolating sequence for $H^\infty(D)^*$; (iv) if $\{z_n\}$ is a sequence in $E$ that tends to $\zeta \in \partial D$ (in the topology of the complex plane), then $\{z_n\}$ converges in the norm of $H^\infty(D)^*$ to a "distinguished homomorphism."

For background on distinguished homomorphisms, see [14]. The equivalence of (iii) and (iv) is proved in [14, Theorems 4.2 and 4.4], and the other equivalences follow easily. The analogue of Theorem 14 is as follows.

**Theorem 16.** Let $T^\phi$ be a unital homomorphism from $H^\infty(D)$ to a uniform algebra $B$. Suppose that $\phi(M_B)$ is contained in the norm closure of $D$ in the spectrum of $H^\infty(D)$. Then either $T$ is compact, or there is an embedding $\ell^\infty \hookrightarrow H^\infty(D)$ of $\ell^\infty$ onto a complemented subspace of $H^\infty(D)$ on which $T$ is an isomorphism (linear and bicontinuous).

Again this raises several questions.

**Question:** Do the weak and norm topologies of $H^\infty(D)^*$ coincide on $D$?

**Question:** Does weak compactness imply compactness for arbitrary homomorphisms
from $H^\infty(D)$ to a uniform algebra?

We have seen that the answers to both questions are affirmative in the case of the open unit disk $D$. We turn to a class of infinitely connected domains for which the answers are also affirmative.

8. Behrens Domains

A Behrens domain is an infinitely connected domain in the plane obtained from the open unit disk $D$ by excising the origin $0$ and a sequence of disjoint closed subdisks with centers $c_j$ and radii $r_j$ tending to $0$, such that there are annular collars $\{r_j < |z - c_j| < R_j\}$ in $D$ that are pairwise disjoint and that satisfy $\sum r_j/R_j < \infty$. These conditions guarantee that $\sum r_j/c_j < \infty$, thus the measure $dz/(2\pi iz)$ on $\partial D$ is finite. It represents the distinguished homomorphism $\varphi_0$ of $H^\infty(D)$ at $0$. The Gleason part of $H^\infty(D)$ containing $D$ consists of $D$ together with a family of analytic disks with their centers identified to the distinguished homomorphism $\varphi_0$. For details, see [3].

**Theorem 17.** If $D$ is a Behrens domain, then the weak and norm topologies of the spectrum of $H^\infty(D)$, regarded as a subset of $H^\infty(D)^*$, coincide.

The proof proceeds along the following lines. The weak and norm topologies on the Gleason part of $D$ can be described concretely using the function theory described in [Be], and they coincide. The remaining Gleason parts of $H^\infty(D)$ are points or analytic disks, and $H^\infty(D)$ is effectively a URM-algebra with respect to the spectrum minus the Gleason part containing $D$. The proof that the weak and norm topologies on the spectrum for a URM-algebra coincide can be adapted to complete the proof of the theorem.

The algebra $A(D)$ is strongly pointwise boundedly dense in $H^\infty(D)$, that is, each $f \in H^\infty(D)$ can be approximated pointwise on $D$ by a sequence of functions $f_n \in A(D)$ satisfying $\|f_n\| \leq \|f\|$. Consequently the pseudohyperbolic metrics on $D$ determined by the algebras $A(D)$ and $H^\infty(D)$ coincide. It follows that $0$ belongs to the norm closure with respect to $A(D)^*$ of a subset $E$ of $D$ if and only if the distinguished homomorphism $\varphi_0$ belongs to the norm closure with respect to $H^\infty(D)^*$ of $E$. Using the function theory, one shows that this occurs if and only if $0$ and $\varphi_0$ belong respectively to the weak closures of $E$ in $A(D)^*$ and $H^\infty(D)^*$. In particular, we obtain the following.

**Theorem 18.** If $D$ is a Behrens domain, then the weak and norm topologies of $\overline{D}$, regarded as a subset of $A(D)^*$, coincide.
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To Professor Manuel Valdivia on the occasion of his seventieth birthday.

I wish, first, to offer my felicitations to Professor Valdivia on the occasion of his seventieth birthday and, secondly, to express my gratitude to the organising committee for inviting me and for the efficiency with which they have organised this stimulating conference. It is an especial pleasure to thank Professor Bonet and Professor Bierstedt for their great helpfulness and hospitality.

My talk today is focused on some recent joint work by Professor Kazuyuki Saitô and me [5]. Instead of going into great detail and generality my aim here is to start from an elementary standpoint and give a sketch of some of the basic ideas.

1. Preliminaries

Let us recall that a C*-algebra is a Banach algebra with an involution * such that \( ||xx^*|| = ||x||^2 \).

Example 1.1. Let \( H \) be a Hilbert space. Let \( L(H) \) be the C*-algebra of all bounded operators on \( H \). Then \( L(H) \) is a C*-algebra. Moreover, every closed *-subalgebra of \( L(H) \) is, itself, a C*-algebra. Conversely, given a C*-algebra \( A \), \( A \) can always be embedded in \( L(H) \) for some Hilbert space \( H \). In general, \( A \) can be embedded in more than one way.

An elegant and concise introduction to the theory of operator algebras is given in [2] and, for a more encyclopaedic account [1] is excellent.

Ordering 1.2. Let \( B \) be a C*-algebra. Let \( B_{sa} = \{ x \in B \mid x = x^* \} \). Then \( B_{sa} \) is a real Banach space.

Let \( B^+_{sa} = \{ zz^* : z \in B \} = \{ x^2 : x \in B_{sa} \} \). Then \( B^+_{sa} \) is a cone in \( B_{sa} \).

We partially order \( B_{sa} \) by \( b \geq c \) when \( b - c \in B^+_{sa} \).

All C*-algebras considered here will be unital, that is, possess a unit element.

Definition 1.3. Let \( A \) be a (unital) C*-algebra. It is monotone complete if, whenever \( Y \) is an upward directed, upper bounded subset of \( A_{sa} \), then \( Y \) has a least upper bound in \( A_{sa} \).
Every von Neumann algebra is monotone complete. The converse is FALSE.

**Example 1.4.** Let \( B^\infty[0,1] \) be the \( C^* \)-algebra of bounded, Borel measurable (complex-valued) functions on \([0,1]\). Let \( M[0,1] \) be the set of all \( f \in B^\infty[0,1] \) such that \( \{ x \in [0,1] : f(x) \neq 0 \} \) is meagre. [Let us recall that a subset of a topological space is meagre, or equivalently, of first Baire category, if it is of the form \( \bigcup_{n=1}^\infty E_n \), where \( E_n \) has empty interior.] Then \( M[0,1] \) is an ideal of \( B^\infty[0,1] \). Let \( D = B^\infty[0,1]/M[0,1] \). Then \( D \) is a monotone complete \( C^* \)-algebra.

\( D \) does not possess any normal states. So \( D \) is not a von Neumann algebra. The algebra \( D \) is usually known as the Dixmier algebra. See [6].

**Remark 1.5.** Let \( A \) be a monotone complete \( C^* \)-algebra which has a maximal abelian \( * \)-subalgebra \( M \), where \( M \) is \( * \)-isomorphic to \( D \). Then \( A \) is not a von Neumann algebra.

**Proof.** Each maximal abelian \( * \)-subalgebra of a von Neumann algebra is, itself, a von Neumann algebra. \( \Box \)

A monotone complete \( C^* \)-algebra is said to be a **factor** if its centre is one dimensional.

Let \( A \) and \( M \) be (unital) \( C^* \)-algebras. Let \( E : A \rightarrow M \) be a positive linear map.

If \( A \) and \( M \) are monotone complete (\( \sigma \)-complete) the map \( E \) is **normal** (\( \sigma \)-normal) if, whenever \( Y \) is (a countable) upper bounded, upward directed subset of \( A \) with least upper bound \( b \) then \( Eb \) is the least upper bound of \( \{ Ey : y \in Y \} \).

Let \( A \) be a monotone complete \( C^* \)-algebra. Let \( M \) be a maximal abelian \( * \)-subalgebra of \( A \). Then a unitary, \( u \), in \( A \) is said to be \( M \)-normalising if \( uMu^* = M \).

We say that \( A \) is countably \( M \)-generated if \( A \) is \( \sigma \)-generated by \( M \) and a countable family of \( M \)-normalising unitaries.

**Definition 1.6.** Let \( A \) be a monotone complete factor. Let \( M \) be a maximal abelian \( * \)-subalgebra of \( A \) such that \( M \) is \( * \)-isomorphic to \( D \), the Dixmier algebra. Let \( A \) be countably \( M \)-generated. Let \( E \) be a faithful \( \sigma \)-normal positive projection from \( A \) onto \( M \). Then \( A \) is said to be a Generic Dynamics Factor and the pair \( (E, M) \) is called a **Cayley system** for \( A \) [5].

It turns out that \( E \) is uniquely determined by \( M \).

**Theorem 1.7.** (Uniqueness Theorem) For \( j = 1, 2 \), let \( A_j \) be a Generic Dynamics Factor with a Cayley system \( (E_j, M_j) \). Then there exists a \( * \)-isomorphism \( \pi \) from \( A_1 \) on to \( A_2 \) such that \( \pi[M_1] = M_2 \) and \( \pi E_1 \pi^{-1} = E_2 \).

It follows from this theorem that it is reasonable to talk about the Generic Dynamics Factor. A proof may be found in [7]. This result depends ultimately on the dynamical results of [6].

**Definition 1.8.** (Automorphisms). Let us recall the following elementary notions:

For any unital \( C^* \)-algebra \( B \), an automorphism is **inner** if it is of the form \( z \rightarrow uzu^* \) for some unitary, \( u \), in \( B \).

Let \( Aut(B) \) be the group of all automorphisms of \( B \). Let \( Inn(B) \) be the group of all inner automorphisms of \( B \). Then \( Inn(B) \) is a normal subgroup of \( Aut(B) \). We define the outer automorphism group to be \( Out(B) = Aut(B)/Inn(B) \).
It may happen that $Out(B)$ is small. For example, $Out(L(H))$ is trivial.

K. Saito and I are investigating $Out(A)$, where $A$ is the Generic Dynamics Factor [5].

It is not immediately obvious that outer automorphisms exist. But when $A$ is the Generic Dynamics Factor it turns out that $Out(A)$ is rather large. We obtain much more general results, but here I shall confine myself to indicating why $Out(A)$ contains every countable group.

2. Polish Spaces and Group Actions

Although $(-\pi, \pi)$ is not complete in its natural metric, it is homeomorphic to $\mathbb{R}$, which is complete. Thus completeness is not a topological property.

Definition 2.1. A topological space $T$ is **Polish** if $T$ is homeomorphic to a complete separable metric space.

So the Baire Category Theorem applies to each Polish space.

Definition 2.2. A topological space is **perfect** if it has no isolated points.

Examples of perfect Polish spaces:

(i) $\mathbb{R}, \mathbb{R}^n, \mathbb{C}^n$

(ii) $\mathbb{R} \setminus \mathbb{Q}$

(iii) $\{0,1\}^N, \{0,1,2\}^N$

(iv) $\mathbb{N}^\mathbb{N}$

From now onward $T$ is a perfect Polish space.

Let us recall that a subset $S \subset T$ is a $G_\delta$-set if $S$ is the intersection of countably many open sets.

Every $G_\delta$-subset of a Polish space is Polish.

A subset $Y$ of $T$ is **generic** if $Y$ is a $G_\delta$-set and $X \setminus Y$ is meagre.

Example 2.3. Let $T$ be the unit circle in $\mathbb{R}^2$ and let $\theta$ be an irrational number. Let $\alpha$ be the rotation of $T$ through an angle $2\pi \theta$. Then $\alpha$ is a homeomorphism of $T$ onto $T$. Define $\alpha^0$ to be the identity map. Then $n \to \alpha^n$ is an action of $\mathbb{Z}$ onto $T$. Define $\alpha^0$ to be the identity map. Then $n \to \alpha^n$ is an action of $\mathbb{Z}$ on $T$. This action has the following two properties:

(i) For each $x_0 \in T$, the orbit $\{\alpha^n(x_0) : n \in \mathbb{Z}\}$ is dense in $T$.

(ii) For $n \neq 0$, $\alpha^n$ has no fixed points.

Now let $T$ be any perfect Polish space. Let $\Gamma$ be a countable infinite group. Let $g \to \alpha^g$ be an action of $\Gamma$ on $T$ i.e. $g \to \alpha^g$ is a group homomorphism from $\Gamma$ into the group of all homeomorphisms of $T$. 
(i) This action is (generically) free if, for $g$ different from the identity, the closed set \( \{ x \in T : \alpha^g(x) = x \} \) has empty interior.

(ii) The action is (generically) ergodic if, for some $x_0 \in T$, the orbit \( \{ \alpha^g(x_0) : g \in \Gamma \} \) is dense in $T$.

This implies the existence of a $\Gamma$-invariant generic set $Y \subset T$ such that \( \{ \alpha^g(y) : g \in \Gamma \} \) is dense for each $y \in Y$.

In the following, $\Gamma$ is a countable infinite group, $T$ is a perfect Polish space, and $g \to \alpha^g$ is a free, ergodic action of $\Gamma$ in $T$. Let $C(T)$ be the $C^*$-algebra of all bounded continuous functions on $T$. Let $B^\infty(T)$ be the $C^*$-algebra of bounded Borel functions on $T$. Let $M(T)$ be the ideal of $B^\infty(T)$ consisting of all $f$ such that \( \{ x \in T : f(x) \neq 0 \} \) is meagre. Then $B^\infty(T)/M(T) \approx D$, the Dixmier algebra.

The Baire Category Theorem implies that the natural map from $C(T)$ into $B^\infty(T)/M(T)$ is injective and, hence, an isometric embedding into the Dixmier algebra.

Let $\gamma : T \to T$ be a homeomorphism. Then $f \to f \circ \gamma$ is an automorphism of $B^\infty(T)$ which maps $C(T)$ onto $C(T)$ and $M(T)$ onto $M(T)$. So the action $g \to \alpha^g$ induces an action $g \to \alpha_g$ of $\Gamma$ on $D$, which restricts to an action of $\Gamma$ on $C(T)$.

By a cross-product construction, we can find a $C^*$-algebra $B = C(T) \times_{\alpha} \Gamma$, in which $C(T) \cong M_0$, where $M_0$ is a maximal abelian *-subalgebra of $B$. Furthermore, there exists a group representation of $\Gamma$ in the unitary group of $B$, $g \to U_g$ such that

\[ U_g m U_g^* = \alpha_g(m) \]

for $m \in M_0 \approx C(T)$.

Also, there exists a faithful conditional expectation $E_0$ from $B$ onto $M_0$ with $E_0(U_g) = 0$ for all $g \neq e$, where $e$ is the identity element of $\Gamma$.

Let $B^\infty$ be the (Pedersen) Borel* envelope of $B$. Then $E_0$ has an extension to a $\sigma$-normal map $E^\infty$ from $B^\infty$ onto $B^\infty(T)$. Let $q : B^\infty(T) \to D$ be the natural quotient map onto $D$. Let $\mathcal{J} = \{ z \in B^\infty : qE^\infty(z z^*) = 0 \}$.

Then $\mathcal{J}$ is a $\sigma$-ideal of $B^\infty$ and $B^\infty/\mathcal{J}$ can be identified with the Generic Dynamics Factor [5].

**Example 2.4.** Let $\Gamma = \oplus \mathbb{Z}_2$ and let $T = \Pi \mathbb{Z}_2$. Then $\Gamma$ has a natural action on $T$. The (reduced) cross-product construction then gives the Fermion algebra $\mathcal{F}$. See [2]. So $\mathcal{F}^\infty$, the Pedersen Borel* envelope of $\mathcal{F}$, has the Generic Dynamics Factor as a quotient i.e. the Generic Dynamics Factor is “hyperfinite”.

Let $A$ be the Generic Dynamics Factor. Since $A$ is hyperfinite it is natural to conjecture that $A$ is injective.

This is an open problem, which is intimately related to paradoxical decompositions of solids in $\mathbb{R}^n (n \geq 3)$. See [8].
3. Constructing Outer Automorphisms

The arguments outlined below are applicable more widely but are some of the tools used in [5] to obtain information on the outer automorphism group of the Generic Dynamics Factor.

Sketch

Let $G$ be a countable infinite group with a free, ergodic action $\alpha$ on a perfect Polish space $T$. Let $H$ be an (infinite) normal subgroup of $G$ such that $\alpha|_H$, the restriction of $\alpha$ to $H$, is also ergodic.

Let $A$ be the Generic Dynamics Factor. Then there exists a group representation $(g \mapsto U_g)$ for $G$ into the unitary group of $A$ such that $\{U_g : g \in G\}$ is a countable set of $M$-normalising unitaries such that $MU_{\{U_g : x \in G\}}$ cr-generates $A$.

Now let $A_1$ be the subalgebra of $A$ generated by $\{U_h : h \in H\} \cup M$. Since $h \mapsto \alpha_h^H$ is a free, ergodic action, $A_1$ is also isomorphic to the Generic Dynamics Factor.

Let $g \in G/H$. Since $H$ is a normal subgroup of $G$, for each $h \in H$ there exist $k \in H$ such that

$$U_g U_h U_g^* = U_k.$$ 

It follows that $U_g A_1 U_g^* = A_1$. So $Ad U_g$ induces an automorphism of $A_1$.

Suppose this is an inner automorphism of $A_1$.

Then there exists $v \in A_1$ where $v$ is unitary and $U_g z U_g^* = vz U_g^*$ for every $z \in A_1$.

Then $v^* U_g m = mv^* U_g$ for every $m \in M$.

Since $M$ is a maximal abelian *-subalgebra of $A$, and $v^* U_g$ commutes with every element of $M$, it follows that $v^* U_g \in M$. So $U_g \in A_1$.

By a certain amount of technical trickery, see [5], $g \notin H$ and $U_g \in A_1$, can be used to show $U_g = 0$, which is impossible. So $Ad U_g$ gives an outer automorphism of $A_1$.

From this it can be shown that $G/H$ can be embedded as a subgroup of $Out(A_1)$. Since $A_1$ and $A$ are both isomorphic copies of the Generic Dynamics Factor, $Out(A_1)$ can be identified with $Out(A)$.

But we want to embed every countable group in $Out(A)$.

Let $G$ be any countable group (possibly finite). If $G = \{e\}$ then, trivially, $G$ embeds. So we suppose $G$ has at least 2 elements.

Then $\Pi G$, the product of countably many copies of $G$, is a perfect Polish space. (It is compact if $G$ is finite and homeomorphic to $\mathbb{N}^\mathbb{N}$ if $G$ is infinite.) Let $\oplus G$ be the subgroup of $\Pi G$ consisting of all $f : N \to G$ such that $f(n) = e$, the neutral element of $G$, for all but finitely many $n$. Then $\oplus G$ is a countable group, which is a normal subgroup of $\Pi G$.

For each $g \in G$, let $g(n) = g$ for every $n \in \mathbb{N}$.

Let $\Gamma$ be the subgroup of $\Pi G$ generated by $\oplus G$ and $\{g : g \in G\}$. Then $\Gamma$ is a countable group and $\oplus G$ is a normal subgroup of $\Gamma$.

Now $\Gamma/\oplus G$ contains a copy of $G$. So $G$ can be embedded as a subgroup of $Out(A)$.
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Abstract

The paper gives a survey of the linear topological properties of the space of analytic functions on the real line. Besides the analysis of the classical properties, the emphasis is put on certain, very useful “splitting lemmas”. The proofs which are presented here are based on much more elementary tools than the known proofs for the same space on a general domain $\omega$ in $\mathbb{R}^d$. We also explain the relation of the reviewed structural results with some results on the convolution equations (differential equations of infinite order).
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In the recent time much progress was made in the study of the space of real analytic functions $A(\omega)$ on an arbitrary domain $\omega \subset \mathbb{R}^d$. In the present paper we will concentrate on a particular case, namely, the space $A(\mathbb{R})$ of real analytic functions on the real line. In this case, we can use much more elementary tools for the complex analytic, resp. function theoretic parts of the proofs while functional analytic tools remain the same and are just reported, without proof. Of course, the proofs apply then only for $\omega = \mathbb{R}$. We will sketch these simpler proofs and we compare them with the proofs in the case of general $A(\omega)$, published elsewhere, believing that this would put a new light on the whole theory. This is by no means a complete survey, we rather focus our attention on some aspects of the space. In the last section we show how the results on the structure of $A(\mathbb{R})$ imply some results of Langenbruch [14] characterizing the existence of a right inverse for a convolution
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operator \( T_\mu : A(\mathbb{R}) \to A(\mathbb{R}) \) (or more precisely for an ordinary differential operator of infinite order) in terms of the Fourier-Laplace transform of \( \mu \). The crucial point is that if such a right inverse exists, then the kernel of \( T_\mu \) must be a DF-space which follows from our “lack of basis” result (Theorem 3.4 below).

1. General properties of \( A(\omega) \).

Clearly, \( A(\omega) \) consists of all functions \( f: \omega \to \mathbb{C} \) which develop at every point \( x \in \omega \) into a Taylor series convergent in a neighborhood of \( x \) to \( f \). There are at least two natural ways to topologize the space (see [16]). First, every \( f \in A(\omega) \) extends to a holomorphic function on some open neighborhood \( U \subseteq \mathbb{C}^d \) of \( \omega \). Therefore

\[
A(\omega) = \text{ind}_U H(U),
\]

where the inductive limit runs through all such neighborhoods \( U \) and \( H(U) \) is the Fréchet space of all holomorphic functions on \( U \) with the compact-open topology. This algebraic equality provides \( A(\omega) \) with the so-called inductive topology, we denote the corresponding locally convex space by \( A_i(\omega) \).

On the other hand, for every \( f \in A(\omega) \) and \( K \subset \subset \omega \) we have \( f|_K \in H(K) \) the space of germs of holomorphic functions over \( K \). Therefore, we may equip \( A(\omega) \) with the projective topology given by

\[
A_p(\omega) = \text{proj}_K H(K),
\]

where \( K \) runs through all compact subsets of \( \omega \). \( H(K) \) is a nuclear LB-space when equipped with the standard topology

\[
H(K) = \text{ind}_n H(U_n),
\]

where \( (U_n) \) is a fundamental sequence of open neighborhoods of \( K \) in \( \mathbb{C}^d \). Of course, we can make the projective limit countable by taking any compact exhaustion \( K_1 \subset \subset K_2 \subset \subset \ldots \subset \omega, \bigcup_{n \in \mathbb{N}} K_n = \omega \). Then \( A_p(\omega) = \text{proj}_{n \in \mathbb{N}} H(K_n) \) topologically.

Since the restriction map \( H(U) \to H(K) \) is continuous for every \( \omega \subset U \subset \mathbb{C}^d \), \( K \subset \subset \omega \), the identity map

\[
\text{id}: A_i(\omega) \to A_p(\omega)
\]

is continuous and the inductive topology is not weaker than the projective topology. We observe that the bounded sets in \( A_p(\omega) \) are contained in bounded sets of the form

\[
B = \{ f(z) : \sup_{z \in U_n} |f(z)| < C_n \text{ for all } n \}
\]

for some sequence of neighborhoods \( U_n \) of \( K_n \) and a sequence \( (C_n) \) of positive constants, \( n \in \mathbb{N} \). Clearly, by the Montel theorem, \( B \) is also bounded in \( H(\bigcup_{n \in \mathbb{N}} U_n) \) therefore in \( A_i(\omega) \). We have proved that \( A_i(\omega) \) is the bornological space associated to \( A_p(\omega) \).

It was Martineau [16] who observed (under much more general circumstances) that both topologies coincide. To give a proof for the case of \( \omega = \mathbb{R} \) we use the following elementary lemma, where \( \Re z \) and \( \Im z \) denote the real and imaginary part of \( z \), respectively.
1.1 Lemma If $U \supset [-k,k]$ is open in $\mathbb{C}$, then there exist $\delta > 0$, $R > k$ and continuous linear maps $A : H(U) \to H^\infty(\{z : |z| < \delta\})$ and $B : H(U) \to H^\infty(\{z : |z| < R\})$ so that $Af + Bf = f$ in $\{z : |z| < \delta, |z| < R\} \subset U$ for every $f \in H(U)$.

Proof. We choose $\delta > 0$ and $R > k$ such that $f$ is holomorphic on a neighborhood of a rectangle $P$ with $\text{int} P \supset \{z : |z| \leq R, |z| \leq \delta\}$. By the Cauchy formula

$$f(z) = \frac{1}{2\pi i} \int_{\gamma_1} \frac{f(\zeta)}{\zeta - z} \, d\zeta + \frac{1}{2\pi i} \int_{\gamma_2} \frac{f(\zeta)}{\zeta - z} \, d\zeta =: Af(z) + Bf(z),$$

where $\gamma_1$ consists of horizontal edges of $P$ and $\gamma_2$ of vertical ones. These constitute maps $A$ and $B$ which obviously have the requested properties.

From now on Banach disc means always a bounded one.

1.2 Theorem (Martineau [16]) $A_p(\omega)$ is ultrabornological. In particular the inductive topology and the projective topology coincide on $A(\omega)$.

Proof for $\omega = \mathbb{R}$. Let $E$ be a Banach space and $\varphi : A(\mathbb{R}) \to E$ a linear map which sends Banach discs into bounded subsets of $E$. Then the restriction of $\varphi$ to the Fréchet space $H(\mathbb{C})$ is continuous ([19, 24.13]), and therefore there is $k \in \mathbb{N}$ so that $\varphi|_{H(\mathbb{C})}$ factorizes through a map $\varphi_0 \in L(H^\infty(\{z : |z| < k\}), E)$. Let $U \supset [-k,k]$ be an open neighborhood in $\mathbb{C}$. We apply Lemma 1.1, obtain maps $A$ and $B$ and set $\Phi = \varphi \circ A + \varphi_0 \circ B$ on $H(U)$. Clearly $\Phi \in L(H(U), E)$ and $\Phi(f) = \varphi(f)$ for $f \in A(\mathbb{R}) \cap H(U)$. Since this holds for every open neighborhood $U \supset [-k,k]$ we see that $\varphi$ is continuous in the topology induced by $H([-k,k])$, which means that $\varphi \in L(A_p(\mathbb{R}), E)$.

Before we continue with a proof for general $\omega$ we need some machinery very useful in the theory which is, in fact, an abstract version of the Mittag-Leffler procedure.

Let us consider a sequence $\mathcal{X} = (X_n, i_n^{n+1})$ of linear spaces and operators (a so-called projective spectrum):

$$X_0 \xleftarrow{i_0} X_1 \xleftarrow{i_1} X_2 \leftarrow \ldots \leftarrow X_n \xleftarrow{i_n^{n+1}} X_{n+1} \leftarrow \ldots$$

We can define, as usual, $X = \text{proj } \mathcal{X} = \{(x_n)_{n \in \mathbb{N}} \in \prod X_n : i_n^{n+1}x_{n+1} = x_n$ for $n \in \mathbb{N}\}$ then we have the fundamental resolution

$$0 \longrightarrow X \xrightarrow{j} \prod X_n \xrightarrow{\sigma} \prod X_n \longrightarrow 0,$$

$$j((x_n)_{n \in \mathbb{N}}) = (x_n)_{n \in \mathbb{N}}, \quad \sigma((x_n)_{n \in \mathbb{N}}) = (i_n^{n+1}x_{n+1} - x_n)_{n \in \mathbb{N}}$$

and $\text{Proj}^1 \mathcal{X} = \prod X_n/\text{Im} \sigma$. In fact, $\text{Proj}^1$ is the so-called first derived functor of the functor proj, but we will not need this homological definition later on.

If we take $X_n$ to be nuclear LB-spaces (= LN-spaces), then the limit $X$ of the spectrum will be called a PLN-space. We call a spectrum $\mathcal{X}$ reduced if for every $k$ there is $n > k$ such that the canonical image $i_k^*X$ of $X$ is dense in the image $i_k^nX_n$, $i_k^n := i_k^{k+1} \circ \ldots \circ i_{n-1}^{n-1}$. It can be easily observed (comp. [29]) that if $\mathcal{X}, \mathcal{Y}$ are two reduced spectra of LN-spaces and $\text{proj } \mathcal{X} = \text{proj } \mathcal{Y} = X$, then the spectra are equivalent (i.e. $\forall k \exists n > k : (i_x)_k^n, (i_y)_k^n$
factorize through some $(i_y)_m^{m+1},(i_x)_p^{p+1}$ respectively. In particular, $\text{Proj}^1 X = \text{Proj}^1 Y$ so, in fact, we can write $\text{Proj}^1 X$, as every PLN-space has a representing reduced spectrum of LN-spaces because closed subspaces of LN-spaces are LN-spaces and all such spectra are equivalent [29, Cor. 5.3]. For more information on the functor $\text{Proj}^1$ in the category of locally convex spaces see [22], [28] and [29].

1.3 Theorem (Palamodov [22], Retakh [23]) $\text{Proj}^1 X = 0$, for a PLN-space $X = \text{proj} X_n$, if and only if there is a sequence of bounded Banach discs $(B_n)_{n \in \mathbb{N}}, B_n \subseteq X_n$, such that $i_n^{n+1}B_{n+1} \subseteq B_n$ for every $n \in \mathbb{N}$ and for every $n \in \mathbb{N}$ there is $k \in \mathbb{N}$ such that

$$i_n^k X_k \subseteq i_n X + B_n. \tag{1}$$

The functor $\text{Proj}^1$ plays a role in proving surjectivity of various operators but it has also some impact on the linear topological properties of the space itself.

1.4 Theorem (Vogt [28], Wengenroth [30]) A PLN-space $X$ is ultrabornological if and only if $\text{Proj}^1 X = 0$.

Now, we are ready to come back to the space $A(\omega)$. For general $\omega$ we will show $\text{Proj}^1 A(\omega) = 0$ and use Theorem 1.4 to complete the proof of Theorem 1.2. Again, for $\omega = \mathbb{R}$ the proof is particularly simple (of course, in that case it gives nothing more than the given earlier proof of Theorem 1.2).

1.5 Proposition $\text{Proj}^1 A(\omega) = 0$.

Proof for $\omega = \mathbb{R}$. Let $f$ be a holomorphic function on a neighborhood $U$ of $[-k,k]$. By Lemma 1.1 we decompose $f = Af + Bf$ as described there. If $q$ is the Taylor polynomial of $Bf$ at 0 of sufficiently high order, then $\sup_{|z| \leq k} |Bf(z) - q(z)| \leq 1$, and we have proved that

$$f = (Af + q) + (Bf - q) \in A(\mathbb{R}) + B_k,$$

where $B_k$ is the unit ball of $H^\infty(\{z : |z| < k\})$. $\square$

Of course, a similar proof can be applied to $A(\mathbb{R}^n)$. Unfortunately for arbitrary domains we have to refer to more sophisticated methods. First we need a representation of $A(\omega)$ of great use later on.

We consider $\mathbb{R}^d \subseteq \mathbb{R}^{d+1} = \{(x,t) : t \in \mathbb{R}, x \in \mathbb{R}^d\}$ and the sheaf $\mathcal{E}$ of $C^\infty$-functions on $\mathbb{R}^{d+1}$. Let us denote by $\mathcal{E}_\omega$ its restriction to $\mathbb{R}^d$ in the sense of sheaves, i.e., the sheaf of germs of $C^\infty$-functions. That means, for every open set $\omega \subseteq \mathbb{R}^d$, a section $s \in \Gamma(\omega, \mathcal{E}_\omega)$ corresponds to a function $f \in C^\infty(\Omega), \Omega \subseteq \mathbb{R}^{d+1}$ open, $\Omega \cap \mathbb{R}^d = \omega$. Two such sections are equal if their corresponding $\mathbb{R}^{d+1}$-functions coincide on some neighborhood of $\mathbb{R}^d$.

Clearly, the $d + 1$-dimensional Laplace operator $\Delta_{d+1}$ operates on the sheaf $\mathcal{E}_\omega$ and, since $\Delta_{d+1}$ is elliptic, for every $\omega \subseteq \mathbb{R}^d$

$$\Delta_{d+1} : \Gamma(\omega, \mathcal{E}_\omega) \rightarrow \Gamma(\omega, \mathcal{E}_\omega)$$

is surjective. Let us denote by $\mathcal{H}_\omega$ the kernel sheaf of $\Delta_{d+1}$, i.e., the sheaf of germs of $d+1$-dimensional harmonic functions. By the Cauchy-Kowalewska Theorem, every section
s ∈ Γ(ω, ℋω) is uniquely determined by its Cauchy data, i.e., two real analytic functions on ω. We can identify ℋω with A^3, two copies of the sheaf A of real analytic functions.

Now we are ready to complete the proof of Proposition 1.5 and, due to Theorem 1.4, also of Theorem 1.2.

**Proof of Proj^1 A(ω) = 0.** We have as above the short exact sequence

$$0 \rightarrow \Gamma(ω, ℋω) \rightarrow \Gamma(ω, Eω) \rightarrow \Gamma(ω, Eω) \rightarrow 0.$$  

By a partition of unity argument, H^1(ω, Eω) = 0 for any open set. Hence we get, by the long cohomology exact sequence [11, Theorem 6.2.19],

$$0 \rightarrow \Gamma(ω, ℋω) \rightarrow \Gamma(ω, Eω) \rightarrow \Gamma(ω, Eω) \rightarrow H^1(ω, ℋω) \rightarrow 0.$$  

This implies H^1(ω, ℋω) = 0 and therefore H^1(ω, A) = 0 for any open set ω ⊂ R^d. If U is an open covering (ω_n) of ω, where ω_1 ⊂⊂ ω_2 ⊂⊂ ... ⊂⊂ U = ω, then Proj^1 A(ω) = H^1(U, A). Since the natural map H^1(U, A) → H^1(ω, A) is injective (see [11, 6.2.12]), we get the conclusion. □

From now on, we equip the space A(ω) with its unique natural topology. In the following theorem we summarize its certainly known properties (comp., for instance, [3], [4]).

**1.6 Theorem** The space A(ω) satisfies the following properties:

(a) it is nuclear and complete;

(b) it is ultrabornological and reflexive;

(c) the polynomials are dense in A(ω), thus it is separable;

(d) it is webbed, so the open mapping and the closed graph theorems hold for maps T: A(ω) → A(ω).

**Proof.** Clearly (a) follows (see [19, 28.8]) from A(ω) = A_p(ω) and the fact that for any compact K ⊂ ω the space H(K) is nuclear and complete. Then (b) follows from Theorem 1.2 and (a) which implies that A(ω) is a subspace of the reflexive space Πn∈N H(K_n). (c) follows from the fact that every compact subset of R^d is polynomial convex in C^d hence admits a basis of neighborhoods which are polynomial polyhedra and therefore Runge sets, (d) follows from (a), i.e., A(ω) is a PLN-space (see [19, 24.28, 24.30]). □

We want to describe the dual space of A(ω). We start with the following consequence of Theorem 1.2 (see [16, Prop 1.7,1.2], comp. [3, Th. 2], [4, Th. 1]) which we formulate for general ω:

**1.7 Proposition** The strong dual A(ω)^'β coincides topologically with ind_n∈N H(K_n)^'β. Therefore it has the properties (a), (b) and (d) of Prop. 1.6, and

(c') the evaluation functionals δ_x, δ_x(f) := f(x), x ∈ ω, are linearly sequentially dense in A(ω)^'β.
Proof. Clearly, \( A(\omega)' = \text{ind}_{n \in \mathbb{N}} H(K_n)' \) algebraically, and the topology of \( A(\omega)' \) is weaker than the inductive one. Since \( A(\omega) \) is a complete Schwartz space, \( A(\omega)' \) is ultrabornological (see [19, 24.23]) and must coincide topologically with the inductive limit (see [19, 24.33]).

Since \( A(\omega) \) is ultrabornological, \( A(\omega)' \) is complete by [19, 24.11]. The other properties follow from properties of \( H(K_n)' \). Clearly, for \( \text{int} K_n \neq \emptyset \), the \( (\delta_x)_{x \in K_n} \) are linearly dense in the Fréchet space \( H([-n,n])' \), thus (c') follows.

From now on we restrict ourselves to the case of \( \omega = \mathbb{R} \).

There are two standard representations of \( A(\mathbb{R})' \) as a space of functions. The first possibility goes through the Grothendieck-Köthe-Silva duality (see [10, §27 (9)]),

\[
H([-n,n])' = H_0(\mathbb{C} \setminus [-n,n]),
\]

where \( H_0 \) is the Fréchet space of holomorphic functions vanishing at infinity with the compact open topology. Here we assign to \( \varphi \in H([-n,n])' \) the function

\[
f_\varphi(z) = \varphi\left(\frac{1}{2\pi i} \frac{1}{\zeta - z}\right), \quad z \in \mathbb{C} \setminus [-n,n].
\]

If, on the other hand, \( f \in H_0(\mathbb{C} \setminus [-n,n]) \), \( g \in H([-n,n]) \), then we take a simple closed path \( \gamma \) around \([-n,n]\) lying in the common area of holomorphy of \( f \) and \( g \) and set

\[
<f, g> := \int_\gamma f(z)g(z)dz,
\]

by Cauchy’s integral theorem we have \( <f_\varphi, g> = \varphi(g) \).

The other possibility goes through the Fourier-Laplace transform and the Paley-Wiener Theorem [9, 4.5.2, 4.5.3]:

\[
H([-n,n])' = A_n(\mathbb{C}),
\]

where

\[
A_n(\mathbb{C}) = \{ f \in H(\mathbb{C}) : ||f||_{n,m} := \sup_{z \in \mathbb{C}} |f(z)| \exp\left(-n|\Im z| - \frac{1}{m_0} |\zeta|\right) < \infty \text{ for all } m\},
\]

and to every \( \varphi \in H([-n,n])' \) we associate the function \( f \in A_n(\mathbb{C}) \),

\[
f(z) = \varphi(\exp i < \cdot, z>).
\]

1.8 Corollary There are natural identifications:

\[
A(\mathbb{R})' \cong \text{ind}_{n} H_0(\mathbb{C} \setminus [-n,n]) =: H_0(\mathbb{C} \setminus \mathbb{R});
\]

\[
A(\mathbb{R})' \cong \{ f \in H(\mathbb{C}) : \exists m \forall |f||_{n,m} < \infty \}.
\]

It is impossible to transfer these representations to arbitrary \( \omega \). The analogue of the first one works on \( \omega \) being products of one dimensional sets, the second one only for convex \( \omega \). For general sets we have to use the "harmonic germs" representation on \( A(\omega) \) as in the proof of \( \text{Proj}^1 A(\omega) = 0 \) and use the Grothendieck-Bengel duality [8, Th. 4], [1, Satz 3] (comp. [13, Satz 2.4]).
2. Fundamental lemmas

We present here a geometrical lemma and its analytic consequences: decomposition results for real analytic functions. Here $\mathbb{D}$ will denote the unit disc.

2.1 Geometrical Lemma Let $L, K \subseteq \mathbb{C}$ be compact, simply connected sets, $0 \in L \subseteq \text{int } K$. Then there is $\rho_0, 0 < \rho_0 < 1$, such that for every $\rho, \rho_0 < \rho < 1$, there is a biholomorphic map $\Psi: \mathbb{D} \to \mathbb{C}$ such that

$$L \subseteq \Psi(\rho_0 \mathbb{D}) \subseteq \Psi(\rho \mathbb{D}) \subseteq \text{int } K \subseteq K \subseteq \Psi(\mathbb{D}) \subseteq \mathbb{C}.$$

Proof. We choose a decreasing fundamental sequence $(V_k)_{k \in \mathbb{N}}$ of bounded, simply connected open neighborhoods of $K$ and biholomorphic mappings $\psi_k: \mathbb{D} \to V_k$, $\psi_k(0) = 0$. Going to a subsequence if necessary, we may assume that $(\psi_k)$ and $(\psi_k^{-1}|_{\text{int } K})$ converge uniformly on compact subsets of $\mathbb{D}$ and $\text{int } K$, respectively. By [2, IV. §2, Satz 11], the compact-open limit $\psi$ of $(\psi_k)$ is a biholomorphic map $\psi: \mathbb{D} \to \text{int } K$ and $\varphi_k := \psi_k^{-1}|_{\text{int } K}$ converges to $\varphi := \psi^{-1}$.

Let us take $\rho_0 > \sup_{z \in L} |\varphi(z)|$. Then there is $k_0$ such that for $k > k_0$ we have $\sup_{z \in L} |\varphi_k(z)| < \rho_0$, i.e., $L \subseteq \psi_k(\rho_0 \mathbb{D})$. On the other hand, $M := \psi(\rho \mathbb{D}) \subseteq \text{int } K$. We set $\varepsilon := \text{dist}(M, \partial(\text{int } K))$. There is $k_1 > k_0$ such that for $k > k_1$

$$\sup_{|z| \leq \rho} |\psi_k(z) - \psi(z)| \leq \frac{\varepsilon}{2}$$

and thus $\psi_k(\rho \mathbb{D}) \subseteq \text{int } K$. It suffices to take $\Psi = \psi_k$ for some $k > k_1$. \qed

This geometrical lemma will be applied in order to split some real analytic functions into a sum of holomorphic functions on carefully chosen domains.

Let us denote by $\| \cdot \|_\rho$ and $B_\rho$ the norm and its unit ball in the disc algebra $A(\rho \mathbb{D})$. We start with a standard and well-known fact:

2.2 Proposition For $\rho_0 < \rho < 1$, there is a constant $C$ such that

$$B_\rho \subseteq C(rB_{\rho_0} + \frac{1}{r^a}B_1),$$
for all \( r > 0 \) where \( a := \frac{\ln \rho}{\ln \rho_0 - \ln \rho} \).

**Proof.** It suffices to consider \( r < 1 \). We take \( \nu \in \mathbb{N} \) such that

\[
\left( \frac{\rho_0}{\rho} \right)^{\nu} \leq r < \left( \frac{\rho_0}{\rho} \right)^{\nu-1}
\]

and split \( f(z) = \sum_{n=0}^{\infty} a_n z^n \), \( \|f\|_\rho \leq 1 \) as follows:

\[
g(z) := \sum_{n=\nu}^{\infty} a_n z^n = \frac{1}{2\pi i} \int_{|\zeta| = \rho} \frac{\zeta^{-\nu} f(\zeta)}{\zeta - z} d\zeta \quad \text{for } |z| < \rho;
\]

\[
h(z) := \sum_{n=0}^{\nu-1} a_n z^n.
\]

We get

\[
\|g\|_{\rho_0} \leq \frac{\rho}{\rho - \rho_0} \left( \frac{\rho_0}{\rho} \right)^{\nu} \|f\|_\rho \leq C r,
\]

and, by the Cauchy inequalities

\[
\|h\|_1 \leq \frac{\|f\|_\rho}{1 - \rho} \cdot \frac{1}{r^{\nu-1}} \leq C \frac{1}{r^a},
\]

where \( C = \max \left( \frac{\rho}{\rho - \rho_0}, \frac{1}{1 - \rho} \right) \).

Now, we can apply the Geometrical Lemma 2.1 to \( L \subset \subset \mathbb{C} \), \( K = M \cup U_0 \) where \( U_0 \subset \subset U \) are open neighborhoods of \( L \), \( M \subset \subset \mathbb{R} \), then denoting \( W := \Psi(D) \), \( V = \Psi(\rho_0 \mathbb{D}) \) and, by \( \| \cdot \|_V \) the sup-norm on \( V \), we get

\[
\| \cdot \|_V^* \leq C (\| \cdot \|_V + \frac{1}{r^a} \| \cdot \|_W^*),
\]

where * means the dual norm. Taking the infimum of the right hand side with respect to \( r \) we obtain

\[
C' \| \cdot \|_V^* \| \cdot \|_W^* + \frac{1}{r^a} \| \cdot \|_W^* \leq C^\alpha \| \cdot \|_V^* \| \cdot \|_W^{1-\alpha}
\]

for \( \alpha = \frac{\ln \rho}{\ln \rho_0} \). Therefore we obtain an \((\Omega)-\)type condition (see [19, p. 347]):

**2.3 \((\Omega)\)-Lemma** For arbitrary compact sets \( L \subset \subset \mathbb{C} \), \( M \subset \subset \mathbb{R} \), open neighborhood \( U \) of \( L \), \( 0 < \alpha < 1 \), there are neighborhoods \( V \) of \( L \) and \( W \) of \( \bar{U} \cup M \), such that

\[
\| \cdot \|_V^* \leq C \| \cdot \|_V^* \| \cdot \|_W^{1-\alpha}.
\]

The next lemma concerns vector valued functions. We call a function \( f: \omega \rightarrow E \), \( E \) a sequentially complete locally convex space, \( \omega \subset \subset \mathbb{R}^d \), (topologically) real analytic, \( f \in A(\omega, E) \), if for every point \( x \in \omega \) there is a neighborhood of \( x \) such that \( f \) is a sum of a power series convergent in \( E \) around \( x \). For other possible definitions, their relations to the one above and their relevance for various problems of analysis see [3], [4] and [12, Chapter II].
We say that a sequentially complete DF-space $E$ with a fundamental sequence of Banach discs $(B_n)$ has the property $(A)$ if and only if there is a Banach disc $B \subseteq E$ such that for every $n$ there is $k$, $\varepsilon_n > 0$ and $C > 0$ so that for every $r > 0$

$$B_n \subseteq C(rB + \frac{1}{r^{\varepsilon_n}}B_k).$$

Without loss of generality we may assume $k = n + 1$, $B = B_0$.

The property $(A)$ is related via duality to the better known property $(DN)$ (see [19, §29]). The spaces $H(K)$ of germs of holomorphic functions for nice $K$, as well as duals of finite type power series spaces have the property $(A)$ (see [25], [19, 29.12]).

2.4 Vector Valued Splitting Lemma Let $V \subset U$ be open sets in $\mathbb{C}$, $E$ a sequentially complete DF-space with the property $(A)$, where $(B_n)$ are selected as above. Then for every $l \in \mathbb{N}$ and $f \in H(U, E_{B_l})$, $\varepsilon > 0$ there are $u \in H^\infty(V, E_{B_0})$, $\|u\|_{V, B_0} \leq \varepsilon$ and $v \in A(\mathbb{R}, E)$ so that $f = u + v$ on $V$.

Here $\| \cdot \|_{V, B_0}^\infty$ denotes the norm of the space of $E_{B_0}$-valued bounded holomorphic functions $H^\infty(V, E_{B_0})$.

Proof. Without loss of generality we may assume $l = 1$, $[-1, 1] \subseteq V =: V_1$. We choose $U_1$ open in $\mathbb{C}$, $V \subset U_1 \subset U$. Then, by the Geometrical Lemma, we define inductively Riemann maps $\Psi_n : \mathbb{D} \to \mathbb{C}$ and open sets $V_n, U_n$ in $\mathbb{C}$ such that

$$V_{n-1} \subseteq \Psi_n(s_{n-1}\mathbb{D}) \subset \subset \Psi_n(r_{n-1}\mathbb{D}) \subseteq U_{n-1} \cup [-n, n] \subset V_n \subset \subset \Psi_n(\mathbb{D}) =: U_n.$$  

Here $r_n, s_n < 1$ are chosen in such a way that

$$\frac{s_n^{\varepsilon_n}}{r_n^{1+\varepsilon_n}} \leq 1.$$

We construct inductively sequences of functions $(u_n), (v_n)$ with

$$u_n \in H^\infty(V_{n-1}, E_{B_0}), \quad \|u_n\|_{V_{n-1}, B}^\infty < 2^{-n}\varepsilon,$$

$$v_n \in H(U_n, E_{B_n})$$

such that $v_n = u_{n+1} + v_{n+1}$ on $V_n$.

We start with $u_1 = 0, v_1 = f$. If $v_n \in H(U_n, E_{B_n})$ is defined, then

$$v_n(\Psi_{n+1}(z)) = \sum_{j=0}^{\infty} a_j z^j$$

on some neighborhood of $r_n \mathbb{D}$. By the Cauchy estimates,

$$\|a_j\|_{B_n} \leq Cr_n^{-j},$$

hence (changing $C$ if necessary)

$$a_j \in Cr_n^{-j}\left(rB_0 + \frac{1}{r^{\varepsilon_n}}B_{n+1}\right)$$.
for all \( r > 0 \). We apply this to \( r = \delta_n C^{-1} r^j s^{-j} \), obtaining

\[
b_j \in \delta_n s^{-j} B_0,
\]

\[
c_j \in C^{1+\epsilon_n} \delta_n^{-\epsilon_n} \left( \frac{s_n^{\epsilon_n}}{r_1^{1+\epsilon_n}} \right)^j B_{n+1} \subseteq C^{1+\epsilon_n} \delta_n^{-\epsilon_n} B_{n+1}
\]

with \( a_j = b_j + c_j \). Choosing \( \delta_n \) appropriately and setting

\[
u_{n+1}(\Psi_{n+1}(z)) = \sum_{j=0}^{\infty} b_j z^j, \quad v_{n+1}(\Psi_{n+1}(z)) = \sum_{j=0}^{\infty} c_j z^j
\]

we finish our induction. Finally, we define

\[
u(z) = \sum_{n=1}^{\infty} \nu_n(z), \quad v(z) = \lim_{n \to \infty} v_n(z).
\]

Since for \( m > n \)

\[
||v_m - v_n||_{0, B_0} = \sum_{j=n+1}^{\infty} u_j ||v_n||_{0, B_0} \leq 2^{-n} \varepsilon
\]

the function \( v \) is in \( A(\mathbb{R}, E) \).

As we have seen, the proofs of the above results are very much one-dimensional, they can be extended to product sets in \( \mathbb{R}^d \) but for general \( \omega \) the method fails. Nevertheless, in [7, Lemma 3.1] we proved a weaker version of the Geometrical Lemma for general \( \omega \), where the role of \( \Psi(\mathbb{D}) \) is played by an analytic polyhedron \( \Omega \). \( \Psi(\rho \mathbb{D}), \Psi(\rho_0 \mathbb{D}) \) are exchanged by sub-level sets \( \Omega_{\rho}, \Omega_{\rho_0} \) of \( \Omega \), but we must assume \( L \subseteq \mathbb{R}^d, K = U \cup J, J \subset \subset \mathbb{R}^d, U \subset \mathbb{C}^d \) open and \( L \subseteq \Omega_{\rho_0} \subseteq \Omega_{\rho} \subset \subset U, J \subseteq \Omega \). That lemma is not sufficient to prove the analogue of the Vector Valued Splitting Lemma since \( U \) need not be contained in \( \Omega \). In the forthcoming paper [5] this difficulty is overcome by constructing special strictly pseudoconvex sets \( \Omega \).

Having polyhedra \( \Omega \) instead of biholomorphic images of the unit disc we cannot split functions using Taylor series but one can use a deep result of Zaharjuta [31] as a splitting device to obtain analogues of the (\( \Omega \))-Lemma 2.3 (see [7, Lemma 3.3]) and the Vector Valued Splitting Lemma 2.4 ([5]).

3. Applications of the Lemmas

We start with applications to the structure of \( A(\mathbb{R}) \). Let us recall that a Fréchet space \( F \) with the fundamental sequence of seminorms (\( || \cdot ||_n \)) has the property (\( \overline{\Omega} \)) if

\[
\forall k \exists m \forall n, \alpha \in ]0, 1[ \exists C \forall u \in F' \quad ||u||^*_m \leq C (||u||^*_k)^{\alpha} (||u||^*_n)^{1-\alpha},
\]

here \( * \) denotes as usual the dual norm.

3.1 Corollary ([7], Theorem 3.4) Every Fréchet quotient \( F \) of \( A(\mathbb{R}) \) has the property (\( \overline{\Omega} \)).
Proof. Let \( q : A(\mathbb{R}) \rightarrow F \) be a quotient map, \( F = \text{proj} F_m, F_m \) the local Banach space of \( F \) with the norm \( \| \cdot \|_m \). Clearly, there are \( n_p \in \mathbb{N} \) such that \( q \) extends to a continuous linear map \( q_p : H[-n_p, n_p] \rightarrow F_p \) for every \( p \in \mathbb{N} \). We apply Grothendieck's factorization theorem (see [19, 24.33]) to \( i_k F \subset \bigcup_{\nu} q_k(H^\infty(U_\nu)) \), where \( (U_\nu)_{\nu \in \mathbb{N}} \) is a basis of open neighborhoods of \([-n, n] \) in \( \mathbb{C} \) and obtain \( \nu \) so that \( i_k \) maps \( F \) continuously into \( q_k(H^\infty(U_\nu)) \). Evaluating the continuity estimates and putting \( U = U_\nu \) we get \( m \in \mathbb{N} \) and a neighborhood \( U \) of \([-n, n] \) such that \( i_k^m : F_m \rightarrow q_k(H^\infty(U)) \) is continuous. Therefore applying the \( (\Omega) \)-Lemma 2.3 to \( L = [-n, n], M = [-n, n] \) we get the conclusion. Note that \( \alpha \) is arbitrary!

3.2 Corollary ([7], Theorem 3.7) Every Fréchet complemented subspace of \( A(\mathbb{R}) \) is finite dimensional.

Proof. By [7, Theorem 3.6], every such subspace has \( (DN) \), but \( (\overline{\Omega}) \) plus \( (DN) \) means Banach space (see [27, Satz 4.2] and [26, Satz 3.2], comp. [19, 29.21]). The result follows by nuclearity.

Let us mention that the Fréchet subspaces of \( A(\omega) \) are exactly identified in [6].

The essential functional analytic tool for the proof of the Theorem 3.4 on the nonexistence of a basis in \( A(\omega) \) is contained in the following theorem.

3.3 Theorem ([7], Theorem 2.1, 2.2) Every PLN-space \( X \) with basis and \( \text{Proj}^1 X = 0 \) is either a LB-space or it contains an infinite dimensional complemented Fréchet subspace.

The proof of the following theorem for arbitrary \( \omega \) is the main result of [7]. As the essential complex analytic tool, namely Corollary 3.1, is proved here only for \( \omega = \mathbb{R} \) we formulate the result only for this case.

3.4 Theorem ([7], Theorem 4.1) \( A(\mathbb{R}) \) has no basis. Every complemented subspace of \( A(\mathbb{R}) \) with a basis is a DF-space.

The lemmas from the preceding section allow also to extend some version of the Martineau Theorem to vector-valued analytic functions. Let us observe that

\[
A(\mathbb{R}, E) = \text{proj} \ H([-n, n], E).
\]

3.5 Corollary ([5]) \( \text{Proj}^1 A(\mathbb{R}, E) = 0 \) for every sequentially complete DF-space \( E \) with the property \( (A) \).

Proof. We prove the result directly from the definition. So let \( (S_n) \in \prod H([-n, n], E) \), it is known that each \( S_n \in H([-n, n], E_{B_n}) \) for some Banach disc \( B_n \). Without loss of generality we may assume that \( (B_n) \) is a fundamental sequence from the definition of \( (A) \). Applying verbatim (for Banach-valued integrals) the proof of \( \text{Proj}^1 A(\mathbb{R}) = 0 \) to the vector case, we get

\[
S_n = A_n + H_n,
\]
where $H_n \in H(\{z : |Re z| < n - \frac{1}{2}\}, E_{B_0})$, $A_n \in A(\mathbb{R}, E)$. We apply the Vector-Valued Splitting Lemma 2.4 to $H_n$ obtaining $u_n \in H^\infty((n - 1)\mathbb{D}, E_{B_0})$, $||u_n||^\infty_{(n-1)\mathbb{D}, B_0} \leq \varepsilon$ and $v_n \in A(\mathbb{R}, E)$ so that

$$H_n = u_n + v_n \text{ on } (n - 1)\mathbb{D}.$$ 

Defining

$$T_n = \sum_{j=1}^{n} (v_j + A_j) - \sum_{j=n+1}^{\infty} u_j - S_n$$

we get

$$T_{n+1}([-n,n]) - T_n = S_n.$$ 

The following theorem is proved in Bonet, Domariski, Vogt [5] in much greater generality. However, our elementary approach allows already a fairly good interpolation result.

**3.6 Theorem** (Bonet, Domariski, Vogt [5]) Let $E$ be a sequentially complete DF-space with the property (A), $\omega \subset \mathbb{R}^d$ open, then for every sequence $(w_n)$ in $E$ and every discrete set $S = \{z_n : n \in \mathbb{N}\}$, $z_n \neq z_m$ for $n \neq m$, there is a real analytic $E$-valued function $f \in A(\omega, E)$ such that

$$f(z_n) = w_n \text{ for } n \in \mathbb{N}.$$ 

**Proof.** Let $\varphi$ be a real analytic function on $\omega$ with $\varphi(z_n) = n$ for all $n$. If we can find a function $f_0 \in A(\mathbb{R}, E)$ with $f_0(n) = w_n$ for all $n$ then $f = f_0 \circ \varphi$ solves the problem. Therefore it suffices to give the proof of our theorem for $\omega = \mathbb{R}$.

Let $g : \mathbb{R} \rightarrow \mathbb{R}$ be a real analytic function with zeros of order 1 at $(z_n)$ and no other zeros. Clearly, there is a vector-valued polynomial $p_n$ such that for $z_k \in [-n,n]$, $p_n(z_k) = w_k$. Consider $S_n(z) = \frac{p_{n+1}(z) - p_n(z)}{g(z)}$ for $z$ in a neighborhood of $[-n,n]$, $S_n \in H([-n,n], E)$. By the previous Corollary 3.5, there is $(T_n)$, $T_n \in H([-n,n], E)$, such that

$$T_{n+1}([-n,n]) - T_n = S_n.$$ 

We define $f(z) = p_n(z) - T_n(z)g(z)$ on a neighbourhood of $[-n,n]$, the definitions coincide on the common domain of holomorphy.

Let us mention that all the presented results are true for $A(\omega)$, $\omega$ arbitrary. Analogues of Corollaries 3.1, 3.2 and Theorem 3.4 are proved in [7, Theorem 3.4, 3.7, 4.1] using more sophisticated tools for the preparatory lemmas. The proof of 3.5 cannot be transferred directly because for arbitrary $\omega$ we cannot use the Cauchy formula, nevertheless it is true even for coherent sheaves of real analytic functions over arbitrary $\omega \subset \mathbb{R}^d$ instead of $A(\mathbb{R}, E)$ as showed in [5] but we have to refer in the proof to the Cartan-Oka theory. Then one can also prove Theorem 3.6 even for interpolation with multiplicities, i.e., not only values of the function but finitely many derivatives at every point may be prescribed (see [5]). Moreover, it is shown in [5] that (A) is even necessary for interpolation.

Certainly, Theorem 3.4 is the most striking result giving probably the first example of a natural separable function space without basis (see the discussion in the Introduction of [7]). It is worth pointing out that the step spaces $H([-n,n])$ have very nice bases which unfortunately do not coincide for different $n$. 

\[ \square \]
3.7 Proposition The Čebyšev polynomials

\[ T_n(x) = \cos(n \arccos x) = \sum_{j=0}^{[\frac{n}{2}]} (-1)^j \binom{n}{2j} (1 - x^2)^j x^{n-2j} \]

are a basis for the following spaces on \([-1,1] \):

(i) \( L_2((1 - x^2)^{-\frac{1}{2}}dx) \);

(ii) \( C^\infty([-1,1]) \);

(iii) \( H([-1,1]) \);

(iv) the space of restrictions of \( H(\mathbb{C}) \);

with the corresponding coefficient sequence spaces: \( \ell_2, s, \Lambda_0(n)', \Lambda_\infty(n) \).

Here we denote by \( \Lambda_r(\alpha_n) \) the power series space of radius \( r \). For the terminology see [19, §29]. Let us note that the real analytic bijection \( \varphi: (-1,1) \rightarrow \mathbb{R}, \varphi(t) := \tan \frac{\pi}{2} t \), induces a linear topological isomorphism of \( A(\mathbb{R}) \) and \( A(-1,1) \). Thus the system \( (T_n) \) cannot be a basis of \( A(-1,1) \).

Proof. The first two cases are classical (see [19, 29.5(4)]).

(iii): Using the Joukovski function

\[ J(z) = \frac{1}{2}(z + z^{-1}), \quad z \in \mathbb{C} \setminus \{0\} \]

the composition map \( C_J : f \mapsto f \circ J \), maps \( H([-1,1]) \) onto the following subspace of the space \( H(\mathbb{T}) \) of germs of holomorphic functions over the unit circle \( \mathbb{T} \):

\[ S = \{ g \in H(\mathbb{T}) : g(z) = g(\bar{z}) \text{ for } z \in \mathbb{T} \}. \]

Therefore for \( f \in H([-1,1]) \) we have

\[ C_J f(z) = \sum_{k=-\infty}^{+\infty} b_k z^k \quad \text{with } b_k = b_{-k} \text{ for } k \in \mathbb{N} \]

and \( \sum |b_k| r^k < \infty \) for some \( r > 1 \). Thus

\[ C_J f(z) = \sum_{k=0}^{\infty} a_k \frac{1}{2}(z^k + z^{-k}) \quad \text{for } a_0 = b_0, a_k = 2b_k. \]

Now it is easy to see that \( T_k(x) = g_k(J^{-1}(x)) \), where

\[ g_k(z) = \frac{1}{2}(z^k + z^{-k}). \]
Let \( f(x) = \sum_{j=0}^{\infty} a_j T_j(x) \). If \( (a_j)_{j \in \mathbb{N}} \in A_\infty(n) \) then the series converges on \( \mathbb{C} \) because

\[
\sup_{|z| \leq R} |T_n(z)| \leq \sum_{j=0}^{[\frac{n}{2}]} \binom{n}{2j} (1 + R^2)^j R^{n-2j} = R^n \sum_{j=0}^{[\frac{n}{2}]} \binom{n}{2j} (1 + \frac{1}{R^2})^j \leq R^n (2 + \frac{1}{R^2})^{n/2}.
\]

On the other hand, since \( \deg T_n = n \) we have

\[
x^k = \sum_{j=0}^{k} b_{k,j} T_j(x).
\]

Evaluating

\[
\Re \left( \frac{1}{2} (e^{it} + e^{-it}) \right)^k = \cos^k t = \sum_{j=0}^{k} b_{k,j} \cos j t
\]

we obtain

\[
b_{k,j} = \frac{1}{2^k} \left( \binom{k}{\frac{1}{2}(k+j)} + \binom{k}{\frac{1}{2}(k-j)} \right)
\]

for \( 0 \leq j \leq k \) and \( k + j \) even. Otherwise \( b_{k,j} = 0 \). Since \( \sum_{j=0}^{k} \binom{k}{j} = 2^k \), in particular, we have \( |b_{k,j}| \leq 2 \) for all \( j, k \).

Now, let \( b_k \) be the Taylor coefficients at 0 of an entire function \( f \) and \( a_j \) the coefficients in its Čebyšev expansion, as before, then clearly

\[
a_j = \sum_{k=j}^{\infty} b_k b_{k,j}.
\]

Therefore we have for \( R > 1 \) and \( |b_k| \leq R^{-k} \)

\[
|a_j| \leq 2 \sum_{k=j}^{\infty} |b_k| \leq 2C R^{-j} \frac{R}{R-1}.
\]

So the coefficients \( (a_j) \) are in \( A_\infty(n) \) which completes our proof. \( \square \)

4. One dimensional convolution operators.

In Theorem 3.4 it was stated that a complemented subspace with basis of \( A(I) \) must be a DF-space. As \( A(I) \cong A(\mathbb{R}) \) for any open interval \( I \subset \mathbb{R} \) (comp. the remark after Proposition 3.7) this result holds of course also for \( A(I) \). Now, kernels of convolution operators \( T_n \) (see below) acting on spaces \( A(I) \) do have bases, hence they can be complemented only if they are DF-spaces. It turns out that this yields a condition on the zeros of the Fourier-Laplace transform \( \hat{\mu} \) which has been shown by Langenbruch [14] to
Linear topological properties of the space of real analytic functions

characterize the convolution operators which admit continuous linear right inverses on spaces $A(I)$. We will exhibit this connection in the present section restricting ourselves for the sake of simplicity to the case of $\text{supp } \mu = \{0\}$. One should compare also the analogous results for the nonquasianalytic case obtained in [18]. For parts of the proofs we use a slightly different approach than [14]. Throughout this section we will follow the notation of Langenbruch [14].

We fix $\mu \in A(\mathbb{R})'$ (by Cor. 1.8, $\mu$ can be identified with the entire function $\hat{\mu}$) and we assume $\text{supp } \mu = \{0\}$. Then $\mu$ defines a convolution operator by

$$T_{\mu}(f)(x) := <\mu, f(x \cdot)>$$

which acts on $A(I)$ for every open interval $I \subset \mathbb{R}$ and likewise on $A(J)$ for every compact interval $J \subset \mathbb{R}$. From now on $I$ will always denote an open interval, $J$ a compact interval. We set

$$N_{\mu}(:) := \{f \in A(:) : T_{\mu}(f) = 0\}.$$  

4.1 Lemma $N_{\mu}$ has a basis.

Proof. For compact $J$ this is an immediate consequence of [14, Lemma 1.4] and [17, Proposition 1.4] (use the representation of the dual given in Cor. 1.8). For open $I$ the result is proved in [20, Th. 2.11] since the slowly decreasing assumption is satisfied in our setting by [14, condition (1.8), p. 71]. In fact the claim follows also from the proof of [17, Proposition 1.4] which shows that the choice of basis vectors in $K^J(E)$ can be made independently of $J$. Just the Köthe matrix depends then on $J$. \hfill $\Box$

As an immediate consequence of Lemma 4.1 and Theorem 3.4 we obtain:

4.2 Proposition If $N_{\mu}(I)$ is complemented then it is a DF-space.

To derive consequences from Proposition 4.2 we show the following Lemma. Let $E \subset A(I)$ be a closed subspace. We put

$$V(E) = \{\zeta \in \mathbb{C} : x \mapsto e^{i\zeta x} \in E\}.$$  

4.3 Lemma If $E \subset A(I)$ is a DF-subspace, then the following condition is satisfied

$$\exists \epsilon \exists c \forall \zeta = \xi + i\eta \in V(E) : |\eta| \leq c + \epsilon|\xi|.$$  

Proof. If $I$ is a bounded interval or $I = \mathbb{R}$, we may assume $I = [-a, a]$, $a > 0$ or $a = +\infty$. From the theory of PDF-spaces we obtain, assuming always $0 < r < a$, $0 < R < a$ and $m, M \in \mathbb{N}$

$$\exists r \forall R, m \exists M, C \geq 0 \forall f \in E \cap H(\mathbb{C}) : \|f\|_{R, M} \leq C\|f\|_{r, m}. \quad (2)$$

Here

$$\|f\|_{r, m} = \sup \left\{ f(x + iy) : |x| \leq r, |y| \leq \frac{1}{m} \right\}.$$  

If we apply this to $f(z) = e^{i\zeta z}$, $\zeta \in V(E)$ then the inequality in (2) takes the form

$$e^{R|\eta| + \frac{1}{M} |\xi|} \leq C e^{r|\eta| + \frac{1}{m} |\xi|}.$$
Hence we obtain from (2)
\[ \exists r \forall R, m \exists M, c \forall \zeta = \xi + i\eta \in V(E) : R|\eta| + \frac{1}{M}|\xi| \leq c + r|\eta| + \frac{1}{m}|\xi|. \]
We choose \( R > r \) and obtain
\[ \forall \epsilon \exists c \forall \zeta = \xi + i\eta \in V(E) : |\eta| \leq c + \epsilon|\xi|. \]
The case where \( I \) is a half-line works in a similar fashion.

If \( E = N_\mu(I) \) then, of course
\[ V(E) = V(\hat{\mu}) := \{ \zeta \in \mathbb{C} : \hat{\mu}(\zeta) = 0 \} \]
and we obtain from Lemma 4.3:

4.4 Proposition If \( N_\mu(I) \) is a DF-space then
\[ \forall \epsilon \exists c \forall \zeta = \xi + i\eta \in V(\hat{\mu}) : |\eta| \leq c + \epsilon|\xi|. \] (3)

Therefore, by the sequence of the results above, (3) is a necessary condition for the existence of a right inverse (we always mean a linear continuous one) for \( T_\mu \). Langenbruch [14] proves the sufficiency of (3) by giving a proper \( C^\infty \)-extension formula and proving the existence of a solution operator for a certain \( \partial \)-problem (cf. [24]). We may give an alternative proof, at least in our special case. First we conclude from Proposition 4.4:

4.5 Corollary If condition (3) is satisfied then we have
\[ N_\mu(I) = N_\mu(J) = N_\mu(\{0\}) \]
for every open interval \( I \) and compact interval \( J \).

Proof. It suffices to show this for \( I \supset J \supset \emptyset \). From the concrete representation in [14, Section 1] and condition (3) we conclude that
\[ N_\mu(I)' = N_\mu(J)' = N_\mu(\{0\})'. \]

As all these spaces are semi-reflexive and functions in \( A(I) \) and \( A(J) \) are determined by their germs in \( 0 \) we obtain the result.

From this we conclude easily that for a proof of sufficiency of the condition (3) it is enough to show that \( T_\mu : A(J) \to A(J) \) has a right inverse for some compact interval \( J \subset I \). As \( T_\mu \) is translation-invariant and the zeros of \( \mu_s, \mu_s(f) = f(x/s), f_s(x) = f(x/s) \) satisfy condition (3) iff those of \( \mu \) do, it is enough to show it for \( J = [-1,1] \).

For this we need some preparation (cf. [14]). First we note that the Joukovski function from the proof of 3.7 (iii) maps the circle of radius \( e^{\frac{1}{n}} \) to the ellipse with the semi-axes \( (\cosh(1/n), \sinh(1/n)) \), we call its interior \( U_n \). Therefore, due to the proof of Proposition 3.7 (iii), the space \( A([-1,1]) \) graded by \( A([-1,1]) = \text{ind}_n H^\infty(U_n) \), is tamely isomorphic
to the dual power series space $\Lambda_0(n)'$. We use the notation "tame" here also for "linear tame" as nothing else will be needed.

By Fourier transformation we may therefore identify $A([-1,1])'$ with

$$H := \{ f \in H(\mathbb{C}) : \forall \, n \in \mathbb{N} \, \| f \|_n = \sup_{z \in \mathbb{C}} |f(z)| \exp(-\omega_n(z)) < +\infty \}$$

where $\omega_n(z) = \sqrt{\sinh^2(1/n)x^2 + \cosh^2(1/n)y^2}$ is the support functional of the ellipse $U_n$. Therefore $H \cong \Lambda_0(n)$ tamely.

We set now, following [14],

$$K = \{(f_k) \in \prod E_k : \forall \, n \in \mathbb{N} \, \|(f_k)\|_n = \sup_k |f_k|_k \exp(-\omega_n(z_k)) < +\infty \}.$$  

Here $(E_k, \| \cdot \|_k)$ are certain finite dimensional Banach spaces and $z_k \in \mathbb{C}$ are chosen so that $|\tilde{z}_k - \zeta_k| = o(\zeta_k)$, where $(\tilde{z}_k)$ is the sequence of the $z_k$ counted dim $E_k$ times for every $k$ and $(\zeta_k)$ is the sequence of zeros of $\mu$ counted with multiplicities.

By [14, Lemma 1.4, (1.12')] applied to the ellipses $U_n$ there is a tamely exact sequence

$$0 \longrightarrow H^{M_F} \longrightarrow H^{p} \longrightarrow K \longrightarrow 0$$

(4)

where $F(z) := \mu(-z)$ and $M_F$ the operator of multiplication with $F$. Via the identification from Cor. 1.8, this is just the dual sequence to

$$0 \longrightarrow \ker T_\mu \longrightarrow A([-1,1]) \overset{T_\mu}{\longrightarrow} A([-1,1]) \longrightarrow 0.$$  

(5)

Let us observe that the surjectivity of $T_\mu$ above (or, equivalently, exactness of (5)) is exactly what is called "local surjectivity" in [20, Def. 2.3]. By [20, Th. 2.4] and [14, condition (1.8)], this is always true in our present setting, since we assume supp $\mu = \{0\}$.

We arrive at the following result which is Theorem 4.1 of Langenbruch [14].

4.6 Proposition The exact sequence (4) splits if and only if (3) is satisfied.

Proof. Let us assume (3). Then by a tame change of norms we may replace $\omega_n(z_k)$ by $|z_k|/n$.

Notice that in all spaces appearing in (4) the norms can, due to the (even exponential) nuclearity, be changed by a tame change into Hilbertian ones. In the case of $K$ we notice that, assuming the change above has been made, the space $\Lambda_0(|z_k|)$ is a complemented subspace of $K$ hence (exponentially) nuclear hence we may replace the suprema in the definition by sums and then apply Meise's result [17, Proposition 1.4] which makes $K$ tamely isomorphic to a space $\Lambda_0(\alpha)$.

By [21, Corollary 6.3] the sequence (4) now splits.

To prove the reverse direction we refer to the proof of [14, Theorem 4.1].

We collect now the results into one theorem. Most of it is, of course, a survey on the results of Langenbruch [14].
4.7 Theorem For $\mu$ with supp $\mu = \{0\}$ the following are equivalent:

(a) For some/every open interval $I \subseteq \mathbb{R}$ the operator $T_{\mu}$ has a right inverse in $A(I)$.

(b) For some/every compact interval $J$ with non-empty interior the operator $T_{\mu}$ has a right inverse in $A(J)$.

(c) There are an open interval $I$ and a compact interval $J \subseteq I$, so that $N_{\mu}(I) = N_{\mu}(J)$, i.e. every zero solution in a neighborhood of $J$ extends to $I$.

(d) $N_{\mu}(\mathbb{R}) = N_{\mu}(\{0\})$, i.e. every zero solution in a neighborhood of $0$ extends to $\mathbb{R}$.

(e) For some/every open interval $I$ the space $N_{\mu}(I)$ is a DF-space.

(f) The zeros of $\mu$ satisfy condition (3).

Let us compare the equivalence of (a) and (e) above to the fact that $T_{\mu} : A(I) \to A(I)$ is surjective if and only if $\ker T_{\mu} = X_1 \oplus X_2$, where $X_1$ is a Fréchet space and $X_2$ is a DF-space. This is proved implicitly in [20, Th. 3.3]. More precisely, it follows from [20, Prop. 3.8, Lemma 3.10] and [29, Cor. 4.4]. For the present state of the art in the problem of surjectivity of convolution operators on $A(\mathbb{R})$ see [15].

Proof. We have just to collect the previous information. If we have (a) for some $I$, then by 4.2 we have (e) for the same $I$. By 4.4 we then get (f). Given (f) we get (d) by 4.5. (c) and (e) for every $I$ follow from (d). The condition (c), of course, implies (e) for the same $I$, hence again (f). The condition (b) is equivalent to (f) by 4.6. So, to complete the proof, it is enough to show that (b) and (d) imply (a) for every $I$.

For that we choose compact $J \subseteq I$ with the non-empty interior, and a right inverse $R_J$ in $A(J)$. Let $J \subseteq M \subseteq I$ be a compact interval and $f \in A(I)$, then by (b) we find $h \in A(M)$ so that $T_{\mu}(h) = f$. Clearly $g = R_J(f) - h \in N_{\mu}(J)$ hence, by (d), it extends to $G \in N_{\mu}(\mathbb{R})$. Therefore $R_J(f) = g + h$ extends to a neighborhood of $M$. As this is true for any such $M$ $R_J(f)$ extends to $I$. So $R_J$ creates a linear map $R : A(I) \to A(I)$. It has closed graph, so, by Theorem 1.6 (d), it is continuous. □
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Abstract

It is proved that if $\Omega$ is an open, non-empty subset of $\mathbb{R}^n$ such that for some $p$ with $1 \leq p < \infty$ and some positive integer $k$ there exists a linear extension operator from a Sobolev space $L^p_{(k)}(\Omega)$ into $L^p_{(k)}(\mathbb{R}^n)$ then $L^p_{(k)}(\Omega)$ is isomorphic as a Banach space to $L^p_{(k)}(\mathbb{R}^n)$.
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1. Introduction

In this note we prove

Theorem 1 Let $n = 1, 2, \ldots$. If $\Omega \subset \mathbb{R}^n$ is an $L^p_{(k)}$-linear extension domain for some $1 \leq p < \infty$ and some $k = 1, 2, \ldots$ then $L^p_{(k)}(\Omega)$ is isomorphic to $L^p_{(k)}(\mathbb{R}^n)$.

For the notation and terminology see Section 2.

Our proof is modelled on Mityagin’s [7] proof of his result that for fixed positive integers $n$ and $k$ for every non-empty open set in $\mathbb{R}^n$ the space $C^k_u(\Omega)$ is isomorphic to $C^k_u(\mathbb{R}^n)$. His argument heavily depends on the Whitney Extension Theorem (cf. [13]; [3], Theorem 2.3.6) which in our terminology says that every open non-empty subset of $\mathbb{R}^n$ is a $C^k_u$-linear extension domain ($k = 1, 2, \ldots$). This is not true for $L^p_{(k)}$-extension domains. There are even simply connected domains in $\mathbb{R}^2$ which are not $L^2_{(k)}$-linear extension domains (cf. [6] § 1.5). To overcome this obstruction we use Lemma 3 below to prove infinite divisibility of $L^p_{(k)}(I^n)$ where $I^n = (-1/2, 1/2)^n$ denotes the unit cube in $\mathbb{R}^n$. For $1 < p < \infty$ this fact can be obtained in a simpler way using a direct proof that for the $n$-dimensional torus $\mathbb{T}^n$
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the space $L^p_k(T^n)$ is isomorphic to $L^p(0,1)$ for all positive integers $k$ and $n$ (cf. [9]; [10]). For $p = 1$ another possible approach offers the Jones Extension Theorem [4]. However the assumption of the latter theorem is difficult to verify for particular sets.

2. Terminology and notation

Let us recall the basic notation. By $\partial^\alpha f$ and $D^\alpha f$ we denote the $\alpha$-th partial derivative and the $\alpha$-th distributional partial derivative of a scalar-valued function $f$ in $n$ variables corresponding to the multiindex $\alpha \in \mathbb{Z}_+^n$, where $\mathbb{Z}_+ := \{0, 1, 2, \ldots \}$.

Recall that given a scalar-valued function $f$ defined on an open set $\Omega \subset \mathbb{R}^n$ a function $g$ on $\Omega$ is called the $\alpha$-th distributional derivative of $f$, in symbols $g := D^\alpha f$ provided

$$\int_{\Omega} f \partial^\alpha \phi \, dx = (-1)^{|\alpha|} \int_{\Omega} g \phi \, dx \quad \phi \in \mathcal{D}(\Omega).$$

Here and in the sequel $\mathcal{D}(\Omega)$ stands for the space of scalar-valued infinitely many times differentiable functions $\phi$ with compact support,

$$\text{supp } \phi := \{x \in \mathbb{R}^n : \phi(x) \neq 0 \} \subset \Omega;$$

$\overline{A}$ stands for the closure of a subset $A$ of $\mathbb{R}^n$; $\overline{A} = A \setminus \partial A$.

For the multiindex $\alpha = (\alpha_j)_{j=1}^n$ the quantity $|\alpha| := \sum_{j=1}^n \alpha_j$ is called the order of the derivative $D^\alpha$. For $\alpha = 0 := (0, 0, \ldots, 0)$ we admit for convenience $D^0 f = f$ and $D^0 \mu = \mu$.

The symbol $\int_{\ldots} dx$ denotes the integral against $\lambda_n$—the $n$-dimensional Lebesgue measure on $\mathbb{R}^n$. By $L^p = L^p(\Omega)$ we denote the Lebesgue space $L^p$ on $\Omega \subset \mathbb{R}^n$ with respect to $\lambda_n$. The field of scalars is either real numbers—$\mathbb{R}$ or complex numbers—$\mathbb{C}$.

Let $1 \leq p < \infty$. Let $k = 1, 2, \ldots$. The Sobolev space $L^p_k(\Omega)$ is the Banach space of scalar-valued functions $f$ on $\Omega$ such that $D^\alpha f$ exists and belongs to $L^p(\Omega)$ for $|\alpha| \leq k$ equipped with the norm

$$\|f\|_{L^p_k(\Omega)} = \left( \sum_{|\alpha| \leq k} \|D^\alpha f\|_{L^p(\Omega)}^p \right)^{1/p}.$$

By $C^{(k)}_c(\Omega)$ we denote the space of scalar-valued functions $\phi$ on $\Omega$, $k$ times differentiable and such that $\partial^\alpha \phi$ is uniformly continuous on $\Omega$ and vanishes at infinity for $0 \leq |\alpha| \leq k$. We admit

$$\|\phi\|_{C^{(k)}_c(\Omega)} = \max_{|\alpha| \leq k} \sup_{x \in \Omega} |\partial^\alpha \phi(x)|.$$

For $\emptyset \neq \Omega_1 \subset \Omega$ and a function $f$ on $\Omega$ we denote by $f|\Omega_1$ the restriction of $f$ to $\Omega_1$; recall that $f$ is an extension of $f_1$ provided $f_1 = f|\Omega_1$.

Fix $p$ with $1 \leq p \leq \infty$ and $k \in \mathbb{N}$. An open set $\Omega \subset \mathbb{R}^n$ is said to be an $L^p_k$-linear extension domain provided there is a bounded linear operator (called a linear extension) $E = E_k^{\infty} : L^p_k(\Omega) \rightarrow L^p_k(\mathbb{R}^n)$ such that $E(f)$ is an extension of $f$ for every $f \in L^p_k(\Omega)$. The definition of $C^{(k)}_c(\Omega)$-linear extension domain is analogous.

In the proof of Theorem 1 we make use of the existence of linear extension operators for functions defined on simple domains in $\mathbb{R}^n$ like parallelepipeds, frames and strips. They
are constructed in a standard way (cf. [2]; [1], vol. I, Appendix; [12], Chapt. VI) using as building blocks linear extension operators for functions defined in a half-space to functions defined on the whole space $\mathbb{R}^n$. One such operator (cf. e.g. [8]) which we call a Hestenes type extension operator is defined by
\[
\mathcal{H}f(x) = \begin{cases} 
  f(x), & \text{for } x = (x_j) \in \mathbb{R}^n \text{ with } x_n < 0 \\
  \sum_k a_k f(x_1, x_2, \ldots, x_{n-1}, -2^k x_n) \phi(x_n), & \text{for } x_n > 0;
\end{cases}
\]
where the $a_k$'s are coefficients of an entire function $F(z) = \sum k a_k z^k$ such that $F(2^m) = (-1)^m$ for $m = 1, 2, \ldots$ and $\phi$ is a $C^\infty$ function equal 1 at $x_n = 0$ and equal 0 for $|x_n| > 1/2$. The operator $\mathcal{H}$ has the additional property that if $f(x) = 0$ for $(x_j)_{j=1}^n \in \mathbb{R}^n$ with $x_n < 0$ and $x_s > c$ for some $s \in \{1, 2, \ldots, n-1\}$ and some $c \in \mathbb{R}$ then $\mathcal{H}f(x) = 0$ for all $(x_j)^n_1 \in \mathbb{R}^n$ with $x_s > 1$.

For $f \in L^p_k(\Omega)$ put
\[
\nabla_k^p f := \left( \sum_{|\alpha| = k} |D^\alpha f|^p \right)^{1/p} : \Omega \to \mathbb{R}.
\]
For $a > 0$ denote also by $a$ the similarity $x \to ax$ for $x \in \mathbb{R}^n$, and by $a^0$ the induced operator on functions (defined on subsets of $\mathbb{R}^n$) given by $a^0(f) = f \circ a$.

**Proof of Theorem 1**

A set $P \subset \mathbb{R}^n$ of the form $P = \times_{j=1}^n (a_j, b_j)$ with $-\infty < a_j < b_j < +\infty$ for $j = 1, 2, \ldots$ is called a regular parallelepiped. We put
\[
(P) = \{ x = (x_j) \in \mathbb{R}^n : x_j > b_j \text{ for some } j = 1, 2, \ldots, n \}.
\]
For a non-empty open $\Omega \subset P$ with $\overline{\Omega} \supset \bigcup_{j=1}^n \{ x = (x_j) \in \partial P : x_j = b_j \}$ we denote by $L^p_k(\Omega : P)$ the subspace of $L^p_k(\Omega)$ consisting of those functions which extend by 0 to functions in $L^p_k(\Omega \cup (\overline{P})^+)$. We put $\hat{L}^p_k(P) = L^p_k(\Omega : P)$. Similarly $L_0^p_k(P)$ denotes the subspace of those functions in $L^p_k(P)$ which extend by 0 to functions in $L^p_k(\mathbb{R}^n)$.

To see that $\hat{L}^p_k(\Omega : P)$ is closed in $L^p_k(\Omega)$ pick a norm Cauchy sequence $(f_n) \subset \hat{L}^p_k(\Omega)$. For $n = 1, 2, \ldots$ choose $\tilde{f}_n \in L^p_k(\Omega \cup (\overline{P})^+)$ so that $\tilde{f}_n|\Omega = f$ and $\int_{\Omega \cup (\overline{P})^+} |(\tilde{f}_n)| = 0$. Then $(\tilde{f}_n)$ is a norm Cauchy sequence in $L^p_k(\Omega \cup (\overline{P})^+)$. The desired conclusion easily follows from the completeness of the spaces $L^p_k(\Omega)$ and $L^p_k(\Omega \cup (\overline{P})^+)$. We shall need the following essentially known facts.

**Lemma 2** (i) If $P \subset \mathbb{R}^n$ is a regular parallelepiped then there is $C_P = C(P, k, p, n) > 0$ such that
\[
\|\nabla_k^p f\|_{L^p(\Omega)} \leq \|f\|_{L^p_k(\Omega)} \leq C_P \|\nabla_k^p f\|_{L^p(\Omega)} \quad \text{for } f \in \hat{L}^p_k(P). \quad \text{(resp. } f \in L^p_k(\Omega)\text{)}.
\]
Moreover the function $P \to C_P$ can be chosen so that if $P_n \to P$ in the Hausdorff metric then $C_{P_n} \to C_P$. 

(ii) Let $P$ and $P_1$ be regular parallelepipeds in $\mathbb{R}^n$ with $\overline{P} \subset P_1$. Then there is a linear extension operator $\Lambda : L^p_{(k)}(P_1 \setminus \overline{P}) \to L^p_{(k)}(P_1)$ and a constant $A = A(P_1, P, p, n, k)$ such that

$$
||\nabla_k^p(\Lambda f)||_{L^p(P_1)} \leq A||\nabla_k^p f||_{L^p(P_1 \setminus \overline{P})} \quad \text{for} \quad f \in L^p_{(k)}(P_1 \setminus \overline{P}).
$$

(1)

Moreover, for every $a > 0$,

$$(1/a)^o \Lambda a^o : L^p_{(k)}(a(P_1 \setminus \overline{P})) \to L^p_{(k)}(aP_1)$$

is a linear extension operator such that with the same constant $A$ one has

$$
||\nabla_k^p((1/a)^o \Lambda a^o f)||_{L^p(aP_1)} \leq A||\Lambda|| \cdot ||\nabla_k^p f||_{L^p(a(P_1 \setminus \overline{P}))} \quad \text{for} \quad f \in L^p_{(k)}(a(P_1 \setminus \overline{P})).
$$

Proof. (i) Denote by $\mathcal{P}_{n,k}(P)$ the (finite dimensional!) subspace of $L^p_{(k)}(P)$ consisting of all the polynomials in $n$ variables of degree less than $k$. Note that $\mathcal{P}_{n,k}(P) \cap L^p_{(k)}(P) = \{0\}$ because the 0 polynomial is the only polynomial of degree less than $k$ which together with all its partial derivatives of degree less than $k$ vanishes on $\partial P$. (If $f \in L^p_{(k)}(P)$ then $D^\alpha(f)$ has the trace at $\lambda_{n-1}$ almost every point of $\partial P$ for $|\alpha| < k$.) Thus there is a bounded projection $\pi : L^p_{(k)}(P) \to L^p_{(k)}(P)$ such that $\pi(L^p_{(k)}(P)) = \mathcal{P}_{n,k}(P)$ and $L^p_{(k)}(P) \subset ker \pi$. Let us put

$$||f|| = ||\nabla_k^p f||_{L^p(P)} + ||\pi(f)||_{L^p(P)} \quad (f \in L^p_{(k)}(P)).$$

A regular parallelepiped has the so called cone property (cf. [6], 1.1.9, Definition II). Thus it follows from [6], 1.1.11, Corollary and 1.1.15, Theorem, that the norm $||| \cdot |||$ is equivalent to the original norm $|| \cdot ||_{L^p_{(k)}}$. Combining this fact with the observation that $||f|| = ||\nabla_k^p f||_{L^p(P)}$ for $f \in ker \pi$ we get the right hand side inequality of (i). The left hand side one is trivial. The argument for $L^p_{0,(k)}(P)$ is the same. The left hand side inequality is trivial.

For the moreover part of (i) note that if $Q$ is another regular parallelepiped in $\mathbb{R}^n$ that there is an isomorphism of $\mathbb{R}^n$, say $T_Q$, which is a composition of a shift with rescaling of each coordinate axis such that $T_Q(P) = Q$. Analyzing how the norms $||\nabla_k^p(\cdot)||_{L^p(P)}$ and $|| \cdot ||_{L^p_{(k)}}(P)$ depend on $T_Q$, we infer that they continuously depend on the ratios of the lengths of parallel edges of $P$ and $Q$. Clearly if $P_n$ tends to $P$ in the Hausdorff metric then $T_{P_n}$ tends to the identity operator on $\mathbb{R}^n$.

(ii) For the frame $P_1 \setminus \overline{P}$ (more generally for every bounded connected domain in $\mathbb{R}^n$) one has

$$\nabla_k^p f = 0 \quad \text{iff} \quad f \in \mathcal{P}_{n,k}(P_1 \setminus \overline{P}) \quad (f \in L^p_{(k)}(P_1 \setminus \overline{P})).$$

Thus $||\nabla_k^p(\cdot)||_{L^p(P_1 \setminus \overline{P})}$ induces a norm on the quotient space $L^p_{(k)}(P_1 \setminus \overline{P})/\mathcal{P}_{n,k}(P_1 \setminus \overline{P})$ which by [6], 1.1.11 Corollary and 1.1.13 Theorem 1 is equivalent to the quotient norm. Hence there is a closed subspace $Y$ of $L^p_{(k)}(P_1 \setminus \overline{P})$ such that $codim Y = \dim(\mathcal{P}_{n,k}(P_1 \setminus \overline{P}))$ and $Y \cup \mathcal{P}_{n,k}(P_1 \setminus \overline{P}) = \{0\}$. Thus there is a projection $\pi$ from $L^p_{(k)}(P_1 \setminus \overline{P})$ onto $\mathcal{P}_{n,k}(P_1 \setminus \overline{P})$ such that $ker \pi = Y$. The desired extension operator $\Lambda$ is defined by

$$\Lambda f = \mathcal{E}(f - \pi(f)) + I(\pi(f)) \quad \text{for} \quad f \in L^p_{(k)}(P_1 \setminus \overline{P}),$$

where $\mathcal{E}$ is the extension operator from [6] and $I$ is the identity operator.
where $\mathcal{E}: L^p_{(k)}(P_1 \setminus \overline{P}) \to P_1$ is an arbitrary linear extension operator (cf. [12], Chapt. VI for the existence of an $\mathcal{E}$) and $I : \mathcal{P}_{n,k}(P_1 \setminus \overline{P}) \to \mathcal{P}_{n,k}(P_1)$ denotes the unique extension operator.

The moreover part of (ii) is a straightforward consequence of the definition of the induced operator $a^o$, the jacobian formula and the way how partial derivatives of order $k$ transform via $a^o$. $\square$

Let $J^n = (0,1)^n$. Let us consider in $\mathbb{R}^n$ the regular parallelepipeds $P = (1/2, 3/2)^n$ and $P_1 = (1/4, 7/4)^n$. Let $a_m = 8^{-m}$ for $m = 1, 2, \ldots$. Let us put $\Sigma = J^n \setminus \bigcup_{m=1}^{\infty} a_m P$. The infinite divisibility of $L^p_{(k)}(I^n)$ bases upon the next

**Lemma 3** There exists a linear extension operator $\mathcal{E}: L^p_{(k)}(\Sigma) \to L^p_{(k)}(J^n)$.

*Proof.* For $m = 1, 2, \ldots$ put

$$R_m = \left(\frac{15}{8} 8^{-m}, 1\right)^n; \quad F_m = a_m (P_1 \setminus \overline{P}); \quad \Sigma_m = R_m \setminus \bigcup_{k=1}^{m-1} F_k.$$

Clearly

$$\bigcup_{k=1}^{m-1} F_k \subset R_m; \quad \bigcup_{k=m}^{\infty} F_k \cap R_m = \emptyset.$$

For $f \in L^p_{(k)}(\Sigma_m : R_m)$ and for $m = 1, 2, \ldots$ we put

$$\Lambda_m f(x) = \begin{cases} f(x), & \text{for } x \in \Sigma_m \\ (1/a_k)^o \Lambda(a_k)^o(f|F_k)(x), & \text{for } x \in F_k \quad (k = 1, 2, \ldots, m-1), \end{cases}$$

where $\Lambda : L^p_{(k)}(P_1 \setminus \overline{P}) \to L^p_{(k)}(P_1)$ is a fixed linear extension operator satisfying (1). It is easy to see that $\Lambda_m : L^p_{(k)}(\Sigma_m) \to L^p_{(k)}(R_m)$ is a linear extension operator for $m = 1, 2, \ldots$. Now fix $f \in L^p_{(k)}(\Sigma)$ and a multiindex $\alpha \in \mathbb{Z}^n_m$ with $|\alpha| \leq k$. Obviously for $m = 1, 2, \ldots$ the derivative $D^\alpha \Lambda_m(f|\Sigma_m) : R_m \to \mathbb{C}$ exists and $D^\alpha \Lambda_{m+1}(f|\Sigma_{m+1})$ is an extension of $D^\alpha \Lambda_m(f|\Sigma_m)$. Thus for $x \in J^n$ a.e. the sequence $(D^\alpha \Lambda_m(f|\Sigma_m)(x))$ is well defined for large $m$ (such that $x \in \Sigma_m$) and it is eventually constant. Let us put $g_\alpha(x) = \lim_m D^\alpha \Lambda_m(f|\Sigma_m)(x)$ for $x \in J^n$ a.e. We define

$$(\mathcal{E} f)(x) = g_{(0,0,\ldots,0)}(x) = \lim_m \Lambda_m(f|\Sigma_m)(x) \quad \text{for } x \in J^n \text{ a.e.}.$$
Now we shall show that $D^\alpha \mathcal{E} f \in L^p(J^n)$ for $|\alpha| \leq k$. The moreover part of Lemma 2 (ii) yields
\[
||\nabla_k^p \Lambda_m(f | \Sigma_m)||_{L^p(R_m)} = ||\nabla_k^p(f | \Sigma_m)||_{L^p(R_m)} + \sum_{k=1}^{m-1} ||\nabla_k^p(a_k)^\alpha \Lambda(1/a_k)^\alpha(f | F_k)||_{L^p(a_k^p)} \\
\leq ||\nabla_k^p(f | \Sigma_m)||_{L^p(R_m)} + (A||\Lambda||)^p \sum_{k=1}^{m-1} ||\nabla_k^p(f | F_k)||_{L^p(F_k)} \\
\leq (1 + (A||\Lambda||)^p) ||\nabla_k^p(f | \Sigma_m)||_{L^p(R_m)}.
\]
Thus
\[
||\nabla_k^p \mathcal{E} f||_{L^p(J^n)} = \lim_m ||\nabla_k^p \Lambda(f | \Sigma_m)||_{L^p(R_m)} \leq 2A||\Lambda|| ||\nabla_k^p(f | \Sigma)||_{L^p(J^n)} < \infty.
\]
Therefore $D^\alpha \mathcal{E} f \in L^p(J^n)$ for $|\alpha| = k$. Finally if $|\beta| < k$ then it follows from Lemma 2 (i) that
\[
||D^\beta \Lambda_m(f | \Sigma_m)||_{L^p(R_m)} \leq C_{R_m} ||\nabla_k^p \Lambda_m(f | \Sigma_m)||_{L^p(R_m)}
\]
because if $f \in \#(\Sigma : J^n)$ then $f | \Sigma_m \in \#(\Sigma_m : R_m)$, hence $\Lambda_m(f | \Sigma_m) \in \#(\Sigma_m^1)$. Thus, taking into account the moreover part of (i), we get
\[
||D^\beta \Lambda f||_{L^p(J^n)} = \lim_m \left( \int_{R_m} |D^\beta \Lambda f|^p dx \right)^{1/p} \\
= \lim_m ||D^\beta \Lambda_m(f | \Sigma_m)||_{L^p(R_m)} \\
\leq C_{J^n} ||\nabla_k^p \mathcal{E} f||_{L^p(J^n)} < \infty.
\]
Therefore $D^\beta \mathcal{E} f \in L^p(J^n)$ for $0 \leq |\beta| < k$. Thus $\mathcal{E}$ is the desired linear extension operator. □

We employ the following notation. Let $X$ and $Y$ be Banach spaces. Then:
“$X \sim Y$” stands for “$X$ is isomorphic to $Y$”,
“$X \subset Y$” stands for “$X$ is isomorphic to a complemented subspace of $Y$”.

Note that if $\emptyset \neq \Omega \subset \Omega_1 \subset \mathbb{R}^n$, $E, E_1$ are subspaces of $L^p_{(k)}(\Omega)$ and $L^p_{(k)}(\Omega_1)$ respectively and $\mathcal{E}$ is a linear extension operator from $E$ into $E_1$ such that the restriction $f|\Omega$ belongs to $E$ for every $f \in E_1$ then $E|E_1$. Indeed $f \rightarrow \mathcal{E}(f|\Omega)$ is a projection from $E_1$ onto $E$ and $f \rightarrow \mathcal{E} f$ is an isomorphism from $E$ onto $\mathcal{E}(E)$.

Now we are ready for

\textbf{Proof of Theorem 1.} First we show that $L^p_{(k)}(I^n) \sim L^p_{(k)}(J^n)$ is infinitely divisible, precisely that
\[
L^p_{(k)}(J^n) \sim F,
\]where $F$ denotes the infinite $l^p$ sum,
\[
F := (L^p_{0,(k)}(I^n) \times L^p_{0,(k)}(I^n) \times \ldots)_p.
\]
To establish (2) note that obviously $F \sim (F \times F \times \ldots)_p$ and $L^p_{0,(k)}|F$. Thus, by the decomposition method (cf., e.g., [5]), it is enough to verify that $F|L^p_{0,(k)}(2I^n)$. To this end it suffices to show
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(a) \( \hat{L}^p_{(k)}(J^n) / L^p_{0,(k)}(2I^n) \),

(b) \( F | L^p_{(k)}(J^n) \).

To prove (a) one uses the projection \( f \rightarrow \mathcal{E} f | J^n \) for \( f \in \hat{L}^p_{(k)}(J^n) \) where the linear extension operator \( \mathcal{E} \) is defined in a standard way by means of Hestenes type extension operators across the hyperplanes \( \{ x_j = \mathbb{0} \} \) for \( j = 1, 2, \ldots, n \) multiplied by a \( C^\infty \)-function which equals 1 on \( J^n \) and equals 0 in the neighborhood of the set \( \bigcup_{j'=1}^{n} \{ x = (x_j) \in \text{bd}(2I^n): x_{j'} = -1 \} \).

To establish (b) observe first that if \( \mathcal{E} : L^p_{0,(k)}(J^n) \rightarrow \hat{L}^p_{(k)}(J^n) \) is the operator constructed in Lemma 3 then the operator \( f \rightarrow f - \mathcal{E} f | \Sigma \) for \( f \in \hat{L}^p_{(k)}(J^n) \) is a projection whose range naturally identifies with \( L^p_{0,(k)}(J^n \setminus \Sigma) \). Thus \( L^p_{0,(k)}(J^n \setminus \Sigma) \hat{L}^p_{(k)}(J^n) \). Since \( J^n \setminus \Sigma = \bigcup_{m=1}^{\infty} a_m P \) and the sets \( a_m P \) are mutually disjoint \( (m = 1, 2, \ldots) \), we have the (isometric) isomorphism

\[
L^p_{0,(k)}(J^n \setminus \Sigma) \sim (L^p_{0,(k)}(a_1 P) \times L^p_{0,(k)}(a_2 P) \times \ldots)_p. \tag{3}
\]

For \( m = 1, 2, \ldots \) let us consider on \( L^p_{0,(k)}(a_m P) \) (regarded as a subspace of \( \hat{L}^p_{(k)}(J^n) \)) the norm \( ||\nabla^p_k(\cdot)||_{LP(a_m P)} = ||\nabla^p_k(\cdot)||_{LP(J^n)} \). Thus, by Lemma 2 (i), this norm is equivalent on \( \hat{L}^p_{(k)}(J^n) \) to the original norm \( || \cdot ||_{L^p(J^n)} \). Thus there is a constant \( C > 0 \) independent of \( m \) such that

\[
||\nabla^p_k(f)||_{LP(a_m P)} \leq ||f||_{L^p_{0,(k)}(am P)} \leq C ||\nabla^p_k(f)||_{LP(J^n)} \quad \text{for } f \in L^p_{0,(k)}(a_m P).
\]

Next observe that the map \( f \rightarrow (a_m)^{p-k} [(a_m)^o f] \) is the isometric isomorphism from the space \( (L^p_{0,(k)}(a_m P), ||\nabla^p_k(\cdot)||_{LP(a_m P)}) \) onto the space \( (L^p_{0,(k)}(P), ||\nabla^p_k(\cdot)||_{LP(P)}) \). Thus regarding all \( L^p_{0,(k)}(a_m P) \) and \( L^p_{0,(k)}(P) \) in the original norms we infer that

\[
(L^p_{0,(k)}(a_1 P) \times L^p_{0,(k)}(a_2 P) \times \ldots)_p \sim (L^p_{0,(k)}(P) \times L^p_{0,(k)}(P) \times \ldots)_p;
\]

the desired isomorphism is given by \( (f_m) \rightarrow ((a_m)^{p-k} [(a_m)^o f_m]) \). Since the parallelepipeds \( P \) and \( I^n \) are isometric, invoking (3) we get the isomorphism \( L^p_{0,(k)}(J^n \setminus \Sigma) \sim F \). This completes the proof of (b).

Next we prove that \( L^p_{(k)}(\mathbb{R}^n) \sim F \). To this end we consider the following “tiling” of \( \mathbb{R}^n \) by cubes and strips (here \( e_j = (\delta_{j,l})_{j=1}^{n} \) stands for the \( j \)-th unit vector and \( \text{int} A \) denotes the interior of a set \( A \))

\[
Q_0 = I^n; \quad Q_j = \text{int} \bigcup_{m \in \mathbb{Z}} \{Q_{j-1} + mc_j\};
\]

\[
Q^e_j = \bigcup_{m \in \mathbb{Z}} \{Q_{j-1} + 2mc_j\}; \quad Q^o_j = \bigcup_{m \in \mathbb{Z}} \{Q_{j-1} + (2m + 1)e_j\}
\]

for \( j = 1, 2, \ldots, n \).
We also need the following spaces
\[ \hat{L}_0^p(Q_j) = \{ f \in L_0^p(Q_j) : \exists \bar{f} \in L_0^p(\mathbb{R}^n) \text{ such that } \bar{f}|Q_j = f \ \text{and} \}
\]
\[ \bar{f}(x) = 0 \ \text{ for } x = (x_s) \ \text{with} \ x_s > 1/2 \ \text{for some} \ s > j \} (j = 0, 1, \ldots, n); \]
\[ \hat{L}_0^p(Q_j^c) = \{ f \in L_0^p(Q_j^c) : \exists \bar{f} \in L_0^p(Q_j) \text{ with } \bar{f}|Q_j^c = f \} (j = 1, 2, \ldots, n). \]

Note that the new definition of \( L^p_0(Q_0) \) is compatible with the definition of \( L^p_0(P) \) for a regular parallelepiped \( P \).

Using Hestenes type extension operator we construct for \( j = 1, 2, \ldots, n \) a linear extension operator \( \mathcal{E}_j : L_0^p(Q_j^c) \rightarrow L^p_0(Q_j) \) such that \( \mathcal{E}_j(L^p_0(Q_j^c)) \subseteq \hat{L}_0^p(Q_j) \). The existence of such an \( \mathcal{E}_j \) in particular implies
\[ \hat{L}_0^p(Q_j) \sim \hat{L}_0^p(Q_j^c) \times L_0^p(Q_j). \]

The desired isomorphism is given by \( f \rightarrow (\mathcal{E}_j f|Q_j^c, f - \mathcal{E}_j f|Q_j^c) \). Clearly \( \hat{L}_0^p(Q_j^c) \sim (L_0^p(Q_j^c \times L_0^p(Q_j^c \times \ldots)_p \text{ and } \hat{L}_0^p(Q_j^c) \sim (L_0^p(Q_j^c \times L_0^p(Q_j^c \times \ldots)_p \text{. It follows from (a) and (b) by the decomposition method that } \hat{L}_0^p(J^n) \sim F \text{ and obviously } \hat{L}_0^p(Q_j^c) \sim F. \quad \text{Thus } \hat{L}_0^p(Q_j) \sim F \times F \sim F. \quad \text{By induction after } n \text{ steps we get } \hat{L}_0^p(Q_n) \sim F. \quad \text{Clearly } Q_n = \mathbb{R}^n, \text{ hence } \hat{L}_0^p(Q_n) \sim L_0^p(\mathbb{R}^n) \sim F. \)

Finally let \( \emptyset \neq \Omega \subset \mathbb{R}^n \) be an \( L_0^p \)-extension domain. Then \( L_0^p(\Omega)|L_0^p(\mathbb{R}^n) \). Clearly \( \Omega \) contains a cube, say \( aI^n + x \) for some \( a > 0 \) and some \( x \in \mathbb{R}^n \). Thus there is a linear extension operator from \( L_0^p(\Omega)(aI^n + x) \) into \( L_0^p(\Omega) \) (cf. [12], Chapt. VI). Hence \( L_0^p(\Omega)|L_0^p(\mathbb{R}^n). \quad \text{Obviously } L_0^p(I^n) \sim L_0^p(aI^n + x). \quad \text{Therefore from what was established earlier it follows that } L_0^p(\Omega)|F \quad \text{and } F|L_0^p(\Omega). \quad \text{Hence by the decomposition method } L_0^p(\mathbb{R}^n) \sim F \sim L_0^p(\Omega). \]

Since \( L_0^p(\mathbb{R}^n) \) is isomorphic to \( L^p(0,1) \) (cf. [9] and [10]), Theorem 1 yields

**Corollary 4** If \( \Omega \subset \mathbb{R}^n \) is a \( L_0^p \)-linear extension domain for \( 1 < p < \infty \) then the space \( L_0^p(\Omega) \) is isomorphic to \( L^p(0,1) \).

Note (cf. e.g. [10]) that if \( n > 1 \) and \( k = 1, 2, \ldots \) then the spaces \( L_0^p(\Omega) \) and \( C_k^p(\Omega) \) for \( \emptyset \neq \Omega \subset \mathbb{R}^n \) are not isomorphic to the corresponding classical Banach spaces.

Theorem 1 extends to differentiable manifolds (cf. [11], p. 21 for definition). We restrict ourselves to a particular case only.

**Proposition 5** Let \( M \) be a compact metric \( n \)-dimensional Euclidean \( C^k \)-manifold without boundary. Then \( L_0^p(M) \) is isomorphic to \( L_0^p(I^n) \) for \( 1 \leq p < \infty \).

We recall the definition of \( L_0^p(\Omega) \) for an open subset \( \Omega \) of \( M \). Let \( \mathcal{A} = (A_j, a_j)_{j \in J} \) be a finite atlas (= a system of differentiable coordinates of class \( k \)) for \( M \) compatible
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with the differentiable structure of $M$. Thus the cardinality $\# J < \infty$, $(A_j)_{j \in J}$ is an open covering of $M$, $a_j : E_j \rightarrow A_j$ is a homeomorphism where $E_j$ is an open subset of $\mathbb{R}^n$, and $a_j^{-1} : a_j^{-1}(A_j \cap A_i) \rightarrow a_j^{-1}(A_j \cap A_i)$ is a $k$-times continuously differentiable diffeomorphism for $i,j \in J$. The space $L^p_{(k)}(\Omega)$ consists of all scalar-valued functions $f$ on $\Omega$ such that $f|A_j \circ a_j^{-1} \in L^p_{(k)}(E_j)$ for $j \in J$ with $A_j \cap \Omega \neq \emptyset$; we admit $||f||_{L^p_{(k)}(\Omega)} = \sum_{j \in J, A_j \cap \Omega \neq \emptyset} ||f|_{A_j \circ a_j^{-1}}||_{L^p_{(k)}(E_j)}$. Obviously the norm depends on the particular choice of the atlas. However for every two atlases the corresponding norms are equivalent.

Outline of the proof of Proposition 5. By considering open coverings by sets with sufficiently small diameters one constructs the atlases $A$ and $B$ so that

(i) $B_j \subset \bigcap_{i \in J, A_i \cap A_j \neq \emptyset} A_i$ for $j \in J$;

(ii) the covering $(A_j)_{j \in J}$ is minimal and $a_j = b_j|A_j$ for $j \in J$;

(iii) for $J_1, J_2 \supset J$ with $J_1 \cap J_2 = \emptyset$ the images of the intersections $\bigcap_{j \in J_1} A_j \cap \bigcap_{j \in J_2} B_j$ under the homeomorphisms $b_j$ are domains which satisfy minimal conditions of smoothness in the sense of [12], Chapt. VI, §3.3 (in particular they are $L^p_{(k)}$-linear extension domains); moreover these domains are homeomorphic to regular parallelepipeds.

Next “slightly increasing” the sets $A_j$ we construct for every $m$ with $1 \leq m < 2^{|J|}$ a sequence of atlases $(A^r = (A^r_j, \alpha^r_j)_{j \in J})$ indexed by the same set $J$ so that $A = A^0$ and

(iv) $A^r_j^{-1} \subset A^r_j$ for $j \in J$;

(v) the atlases $A^r$ and $B$ satisfy (i), (ii), (iii) with $A$ replaced by $A^r$.

For $\emptyset \neq J' \subset J$ put $Z_{r,J'} = \bigcap_{j \in J'} A^r_j$, $W_{r,J'} = \bigcup_{\{j' : \# J' = l\}} Z_{r,J'}$, $m(A^r) = \max\{l : W_{l,J'} \neq \emptyset\}$. If we construct the $A^r_j$’s “sufficiently close” to $A_j$ for $r = 1, 2, \ldots, m$ then $Z_{r,J'} \neq \emptyset$ iff $Z_{r,J'} \neq \emptyset$ for $J' \subset J$, hence $m(A) = m(A^0) = m(A^r)$ for $r = 1, 2, \ldots, m(A)$. Next consider for $s = 1, 2, \ldots, m$ the following families of non-empty open sets:

$$U_s = \{Z_{r,J'}^m \setminus \Sigma_s : \# J' = m(A) - s + 1 \text{ and } Z_{r,J'}^m \neq \emptyset\},$$

where $\Sigma_1 = \emptyset$ and $\Sigma_s = \bigcup_{l < s} \bigcup \Sigma_l$ and $\bigcup \Sigma_l$ denotes the union of sets of the family $U_l$ ($1 \leq l \leq s$; $s = 1, 2, \ldots, m(A) + 1$).

One can show that each of the families $U_s$ consists of finitely many open sets which have mutually disjoint closures; each of these sets is homeomorphic to a regular parallelepiped and it is transformed by an appropriate map $b_j$ on a domain satisfying minimal conditions of smoothness. Moreover the intersection of the boundaries of these sets with the closures of the members of $\Sigma_s$ are finite unions of regular parallelepipeds in $\mathbb{R}^{n-1}$. This allows to establish

Lemma 6 There is a linear operator of extension $\Lambda_s : L^p_{(k)}(\bigcup U_s : \Sigma_s) \rightarrow L^p_{(k)}(M)$ ($s = 1, 2, \ldots, m(A)$).
Here $L^p_{(k)}(\Omega : \Omega')$ denotes the subspace of $L^p_{(k)}(\Omega)$ consisting of functions $f$ such that $f$ extends to a function in $L^p_{(k)}(M)$ whose restriction to $\Omega'$ is the 0 function ($\Omega, \Omega'$ open subsets of $M$).

For $f \in L^p_{(k)}(M)$ we have
\[
    f = \Lambda_1(f|\bigcup U_1) + \Lambda_2((f - \Lambda_1(f|\bigcup U_1))|\bigcup U_2) + \ldots
    + \Lambda_s(\Lambda_{s-2}(f|\bigcup U_{s-2}) - \Lambda_{s-1}(f|\bigcup U_{s-1}))|\bigcup U_s) + \ldots
    + \Lambda_{m(A)}(\Lambda_{m(A)-2}(f|\bigcup U_{m(A)-2}) - \Lambda_{m(A)-1}(f|\bigcup U_{m(A)-1}))|\bigcup U_{m(A)}).
\]

The latter identity shows that the space $L^p_{(k)}(M)$ represents as a direct sum of its subspaces isomorphic to $L^p_{(k)}(\bigcup U_s : \Sigma_s)$ ($s = 1, 2, \ldots, m(A)$). On the other hand each of the spaces $L^p_{(k)}(\bigcup U_s : \Sigma_s)$ is an $l_p$-sum of finitely many spaces each of which is an $L^p_{(k)}$-spaces of functions on regular parallelepiped extending by zero across part of the boundary of the parallelepiped which is the union of finitely many regular parallelepipeds in $\mathbb{R}^{n-1}$. The latter spaces are by the decomposition method isomorphic to $L^p(I^n)$. This shows that $L^p_{(k)}(M)$ is isomorphic to a finite Cartesian power of $L^p_{(k)}(I^n)$ which is isomorphic to $L^p_{(k)}(I^n)$. □
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Introduction

This paper deals with parabolic linear fractional mappings $\varphi$ that take the open unit disc $U$ into itself, and the composition operators $C_\varphi$ that they induce on the Hardy spaces $H^p$ $(1 \le p < \infty)$ by means of the formula $C_\varphi f = f \circ \varphi$ ($f \in H^p$). The goal is to show that if $\varphi$ is not an automorphism of $U$ (i.e., if $\varphi(U) \neq U$) then $C_\varphi$ is: (a) decomposable, and (b) not supercyclic.

To say that an operator $T$ on a Banach space $X$ is decomposable means that for every covering of the complex plane $\mathbb{C}$ by a pair $\{V, W\}$ of open sets there is a corresponding pair $\{Y, Z\}$ of closed, $T$-invariant subspaces such that $X = Y + Z$, the spectrum of $T|_Y$ lies in $V$, and that of $T|_Z$ lies in $W$. Decomposability was originally introduced into operator theory in 1963 by Foiaş, but it was not until much later that his definition was shown, by several authors independently, to be equivalent the one given here (see [14, Defn. 1.1.1] and the paragraph that precedes it for the appropriate references).

*Research supported in part by the National Science Foundation
To say that $T$ is supercyclic means that there is a vector $x \in X$ such that the projective orbit $\{cT^nx : n = 0, 1, 2, \ldots \text{ and } c \in \mathbb{C}\}$ is dense in $X$. Supercyclicity stands midway between the weaker concept of cyclicity (some orbit has dense linear span) and hypercyclicity (some orbit is dense). The concept was originally introduced by Hilden and Wallen in [10], who showed that it is possessed by every weighted backward shift on $\ell^2$ (in particular, even by some quasinilpotent operators!).

The connection between decomposability and supercyclicity was recently established by Miller and Miller, who proved in [15, Theorem 2] (see also [5, Cor. 6.5] and [14, Prop. 3.3.18]) a result that implies:

**Theorem M.** Each supercyclic decomposable operator has its spectrum on some (possibly degenerate) circle centered at the origin.

Now the composition operators treated in this paper have as spectrum either the interval $[0, 1]$ or a spiral that starts at the point 1 and converges to the origin by winding infinitely often around it (see [2, Theorem 6.1, page 102] or §3.10 below). In any case, their spectra do not lie on any circle, hence once these operators are be shown to be decomposable, their non-supercyclicity will follow from Theorem M.

This paper arises from [1], where Paul Bourdon and I classified the cyclic behavior of linear-fractionally induced composition operators on $H^2$. We showed that among the linear fractional selfmaps of $U$ fixing no point of $U$ (no others have any chance of being hypercyclic [1, Prop. 0.1, page 3]), the only ones failing to induce hypercyclic composition operators are the parabolic maps that are not automorphisms. We showed that, nonetheless, such maps induce cyclic operators, and wondered if this cyclicity could be improved to supercyclicity. In this regard I was able to prove [18] that for such maps $\varphi$, the operator $C_\varphi$ on $H^2$ had no hypercyclic scalar multiples (clearly any operator with a hypercyclic scalar multiple is supercyclic, but such operators do not exhaust the supercyclic class [12, page 3.4]). Just recently Gallardo and Montes [6] significantly refined the method of [18] to obtain a proof that $C_\varphi$ is, indeed, not supercyclic on $H^2$.

The results from [1] discussed above, while phrased only for $H^2$, hold as well—with almost the same proofs—for any space $H^p$ with $1 \leq p < \infty$, so it makes sense to raise in this more general context the supercyclicity question for composition operators induced by parabolic non-automorphisms. The method of [18], although strongly oriented toward Hilbert space, relied in part on Fourier analysis on the real line, and hinted strongly that decomposability might lie at the heart of the supercyclicity issue for the operators in question—a suspicion strongly supported by Theorem M.

Here is an outline of what follows. After a brief survey of prerequisites (Section 1) the study of parabolically induced composition operators will evolve, in Section 2, into a study of translation operators acting on Hardy spaces of the upper half-plane. This will make it possible, in Section 3, to embed each of our parabolic, non-automorphically induced composition operators into a $C^2$ functional calculus of Fourier integral operators, and from this will follow the desired decomposability and non-supercyclicity.

Even with the appearance of Laursen and Neumann’s long-awaited monograph [14], the subject of decomposable operators is still technically formidable. Thus, in the interests of broadening the reach of this paper, I conclude with a couple of purely expository final sections: one devoted to proving that decomposability follows from the existence of a $C^\infty$
functional calculus, and the other to a direct proof that the decomposability and spectral properties of the operators considered here render them non-supercyclic.

Acknowledgments. I wish to express my gratitude to Eva Gallardo and Alfonso Montes for making their preprint [6] available to me, and to thank Paul Bourdon, Nathan Feldman, and Luis Saldivia for pointing out some errors and inconsistencies in an earlier version of this paper.

1. Prerequisites

1.1. Notation Throughout this paper $p$ denotes an index which, unless otherwise noted, lies in the interval $[1, \infty)$, and:

- $U$ denotes the open unit disc of the complex plane $\mathbb{C}$,
- $\partial U$ is the unit circle,
- $m$ is Lebesgue arc length measure on $\partial U$, normalized to have unit mass,
- $L^p(\partial U)$ is the $L^p$ space associated with the measure $m$, and
- $\Pi_+$ denotes the open upper half-plane $\{z \in \mathbb{C} : \text{Im} z > 0\}$.

1.2. Hardy spaces The Hardy space $H^p = H^p(U)$ is the collection of functions $f$ holomorphic on $U$ with

$$\|f\|^p_p := \sup_{0 \leq r < 1} \int_{\partial U} |f(r\zeta)|^p \, dm(\zeta) < \infty.$$ 

The functional $\|\cdot\|_p$ so defined makes $H^p$ into a Banach space. $H^\infty$ is the space of bounded holomorphic functions on $U$—a Banach space in the norm $\|f\|_\infty := \sup\{|f(z)| : z \in U\}$. Each $f \in H^p$ has, for $|m|$ almost every $\zeta \in \partial U$, a finite radial limit $f^*(\zeta) := \lim_{r \to 1^-} f(r\zeta)$, and the map that associates $f \in H^p$ with its boundary function $f^*$ is an isometry taking $H^p$ onto the subspace of $L^p(\partial U)$ consisting of functions whose Fourier coefficients of negative index are all zero. The holomorphic function $f$ can be recovered from $f^*$ by either a Cauchy or a Poisson integral.

1.3. Composition operators A holomorphic selfmap of $U$ is just a function that is holomorphic on $U$ and has all its values in $U$. Each such map $\varphi$ induces a linear composition operator $C_\varphi$ on the space of all functions holomorphic on $U$:

$$C_\varphi f := f \circ \varphi \quad (f \text{ holomorphic on } U).$$

A classical (and by no means obvious) theorem of Littlewood guarantees that $C_\varphi$ restricts to a bounded operator on each $H^p$ space, and the study of how the properties of these operators reflect the function theory of their inducing maps has evolved during the past few decades into a lively enterprise; see the monographs [3] and [17] for introductions to the subject, and the conference proceedings [11] for some more recent developments.
1.4. Parabolic maps For linear fractional selfmaps of $U$ the boundedness of $C_\varphi$ on $H^p$ is elementary; in this paper I consider only a subclass of these maps, the parabolic ones. These are linear fractional transformations that map $U$ into itself and fix exactly one point of the Riemann sphere, a point which must necessarily lie on the unit circle. Each such map is conformally conjugate, via rotation of the unit disc, to one that fixes the point $1 \in \partial U$. Because the composition operators induced by rotations of the disc are isometric isomorphisms of $H^p$, this rotational conjugation from an arbitrary fixed point on $\partial U$ to fixed point at 1 translates, at the operator level, to an isometric similarity between composition operators. Because all of the operator-theoretic phenomena to be considered in this paper are similarity-invariant, nothing will therefore be lost by always placing the fixed point of $\varphi$ at 1.

Suppose, then, that $\varphi$ is a parabolic selfmap of $U$ with $\varphi(1) = 1$. The map $\tau$ defined by

$$\tau(z) = \frac{1 + z}{1 - z}, \quad z \in \mathbb{C}\setminus\{1\}$$

maps the unit disc conformally onto the upper half-plane $\Pi_+ = \{z \in \mathbb{C} : \text{Im } z > 0\}$, takes $\partial U \setminus\{1\}$ homeomorphically onto the real line, and sends the point 1 to $\infty$. The map $\Phi := \tau \circ \varphi \circ \tau^{-1}$ is therefore a linear fractional map that takes $\Pi_+$ into itself and fixes $\infty$, hence it must be translation by some $a \in \mathbb{C}$ with $\text{Im } a \geq 0$, that is, $\Phi(w) = w + a$ for $w \in \mathbb{C}$. Let us call $a$ the translation parameter of both the translation $\Phi$ of $\Pi_+$ and the original parabolic mapping $\varphi$ of $U$. Note that $\varphi$ is an automorphism of $U$ precisely when $\Phi$ has the same property on $\Pi_+$, and this happens if and only if the translation parameter is real.

This characterization of parabolic composition operators suggests that they may be studied most effectively by shifting attention from the unit disc to the upper half-plane; I develop this point of view in the next section.

2. Migrating to the Upper Half-Plane

2.1. Hardy spaces on the upper half-plane There are two ways to define a Hardy space $H^p$ for the upper half-plane:

(a) $H^p(\Pi_+)$ is the space of functions $F$ holomorphic on $\Pi_+$ with $F \circ \tau \in H^p(U)$. The norm $\| \cdot \|_p$ defined on $H^p(\Pi_+)$ by $\|F\|_p := \|F \circ \tau\|_p$ (where the norm on the right is the one for $H^p(U)$) makes $H^p(\Pi_+)$ into a Banach space, and insures that the map $C_\tau : H^p(\Pi_+) \to H^p(U)$ is an isometry taking $H^p(\Pi_+)$ onto $H^p(U)$. In particular, for each $F \in H^p(\Pi_+)$ the “radial limit” $F^*(x) = \lim_{y \to 0} F(x + iy)$ exists for a.e. $x \in \mathbb{R}$, and a change of variable involving the map $\tau$ shows that the norm of $F$ can be computed by integrating over $\mathbb{R}$:

$$\|F\|_p^p = \frac{1}{\pi} \int_{-\infty}^{\infty} |F^*(x)|^p \frac{dx}{1 + x^2}.$$  

(b) $H^p(\Pi_+)$ is the space of functions $F$ holomorphic on $\Pi_+$ for which

$$\|F\|_p^p := \sup_{\rho > 0} \int_{-\infty}^{\infty} |F(x + iy)|^p \, dx < \infty.$$
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Once again the norm defined on the space (which, although denoted by the same symbol as the previous norms, is different from them) makes it into a Banach space.

These two spaces are not the same; the map \( C_T \) takes \( H^p(\Pi_+) \) onto the dense subspace \((1-z)\overline{z}^2 H^p(U)\) of \( H^p(U) \), hence \( H^p(\Pi_+) \) is a dense subspace of \( H^p(\Pi_+) \). Finally, the norm in \( H^p(\Pi_+) \) can be computed on the boundary:

\[
\|F\|_p^p = \int_{-\infty}^{\infty} |F^*(x)|^p dx,
\]

so that \( H^p(\Pi_+) \) can be regarded as a closed subspace of \( L^p(\mathbb{R}) \). For \( p = 1 \) it is the subspace consisting of functions whose Fourier transforms vanish on \((\infty,0]\), and a similar interpretation can be made for \( 1 < p < 2 \).

For a detailed exposition of these and other basic facts about Hardy spaces in half-planes I refer the reader to [7, Chapter II], [8, Chapter 8], or [13, Chapter VI].

2.2. Eigenvalues of \( C_\phi \) Suppose \( \phi \) is a parabolic selfmap of \( U \) with fixed point at 1, and let \( a \in \mathbb{C} \) with \( \text{Im} a \geq 0 \) be its translation parameter, so that \( \Phi = \tau \circ \phi \circ \tau^{-1} \) is just “translation by \( a \)” in \( \Pi_+ \). For \( t \geq 0 \) let \( E_t(w) = e^{itw} \) for \( w \in \Pi_+ \). \( E_t \) is a bounded holomorphic function on \( \Pi_+ \), hence

\[
ed_t(z) = E_t(\tau(z)) = \exp \left\{-t \frac{1+z}{1-z} \right\} \quad (z \in U),
\]
defines bounded holomorphic function on \( U \) (the \( t \)-th power of the unit singular function).

Because of this boundedness \( e_t \in H^p(U) \), or equivalently, \( E_t \in H^p(\Pi_+) \) for each \( 1 \leq p \leq \infty \). Furthermore \( C_\phi E_t = e^{iat} E_t \) hence also \( C_\phi e_t = e^{iat} e_t \) for each \( t \geq 0 \). Thus for each such \( t \) the function \( e_t \) is an eigenvector of \( C_\phi : H^p(U) \rightarrow H^p(U) \) with corresponding eigenvalue \( e^{iat} \). Thus \( \Gamma_\alpha := \{e^{iat} : t \geq 0\} \) is a subset of the spectrum of \( C_\phi \). If \( a \) is real, so that \( \phi \) is an automorphism, then \( \Gamma_\alpha \) covers the unit circle infinitely often, and it turns out that \( \partial U \) is precisely the spectrum of \( C_\phi \), a result proved over thirty years ago by Nordgren [16]. If \( \text{Im} \ a > 0 \) then \( \phi \) is not an automorphism, and \( \Gamma_\alpha \) is a curve that starts at 1 when \( t = 0 \) and converges to 0 as \( t \to \infty \). If \( a \) is pure imaginary then \( \Gamma_\alpha = (0,1] \), otherwise \( \Gamma_\alpha \) spirals infinitely often around the origin, converging to the origin with strictly decreasing modulus. Thus in these non-automorphic cases the spectrum of \( C_\phi \) contains \( \Gamma_\alpha \cup \{0\} \), and it is a (special case of a) result of Cowen [2, Theorem 6.1] that \( \Gamma_\alpha \cup \{0\} \) is indeed the whole spectrum. I will give an alternate proof of this fact in Section 3.

2.3. \( C_\Phi \) as a convolution operator We saw in §1.4 that each parabolic selfmap \( \varphi \) of \( U \) that fixes the point 1 has the representation \( \varphi = \tau^{-1} \circ \Phi \circ \tau \), where \( \tau \) is the linear fractional mapping of \( U \) onto \( \Pi_+ \) given by (1), and \( \Phi \) is the mapping of translation by some fixed vector \( a \) in the closed upper half-plane: \( \Phi(w) = w + a \) for \( w \in \Pi_+ \). At the operator level this conjugacy turns into the similarity \( C_\varphi = C_\tau C_\Phi C_\tau^{-1} \), where \( C_\tau \) is an isometry mapping \( H^p(\Pi_+) \) into \( H^p(U) \), and \( C_\Phi \) is a bounded operator on \( H^p(\Pi_+) \).

Since all the operator theoretic phenomena being investigated here are preserved by similarity, nothing will be lost (in fact much will be gained) by shifting attention from \( C_\varphi \) on \( H^p(U) \) to \( C_\Phi \) on \( H^p(\Pi_+) \). The advantage here is that when the original parabolic mapping \( \varphi \) of \( U \) is not an automorphism, the operator \( C_\Phi \) on \( H^p(\Pi_+) \) can be represented as a convolution operator. The key is that each \( F \in H^p(\Pi_+) \) is the Poisson integral of its
boundary function:

\[ F(x + iy) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y}{(x - t)^2 + y^2} F^*(t) \, dt \quad (x + iy \in \Pi_+). \]

Since \( \varphi \) is not an automorphism, its translation parameter \( a = \alpha + i\beta \) lies in the (open) upper half-plane, and \( C_\varphi F(w) = F(w + a) \) for \( w \in \Pi_+ \). Thus for each \( F \in \mathcal{H}^p(\Pi_+) \) and \( x \in \mathbb{R} \):

\[ (C_\varphi F)^*(x) = F(x + \alpha + i\beta) = \int_{-\infty}^{\infty} P_a(x - t) F^*(t) \, dt \quad (2) \]

where

\[ P_a(x) = \frac{1}{\pi} \frac{\beta}{(x - \alpha)^2 + \beta^2} \quad (3) \]

is the (upper half-plane) Poisson kernel for the point \( a \in \Pi_+ \).

From now on I will drop the superscript "*" that distinguished holomorphic functions from their radial limit functions, and simply regard each function \( F \in \mathcal{H}^p(\Pi_+) \) to be either a holomorphic function on the upper half-plane, or the associated radial limit function—an element of the space \( L^p(\mu) \), where \( \mu \) is the Cauchy measure

\[ d\mu(x) := \frac{1}{\pi} \frac{dx}{1 + x^2}, \quad (4) \]

a Borel probability measure on \( \mathbb{R} \). In each case, either the context or an explicit statement will make clear which interpretation of \( F \) is intended.

Correspondingly, the operator \( C_\varphi \) can now be given two different interpretations: either as the original composition operator on holomorphic functions, or simply regard each function \( F \in \mathcal{H}^p(\Pi_+) \) to be either a holomorphic function on the upper half-plane, or the associated radial limit function—an element of the space \( L^p(\mu) \), where \( \mu \) is the Cauchy measure

\[ C_\varphi F = F * P_a \quad (F \in L^p(\mu)). \quad (5) \]

From this convolution representation arises the functional calculus which lies at the heart of this paper.

3. A functional calculus

The goal of this section is to prove:

3.1. Theorem If \( \varphi \) is a parabolic linear fractional selfmap of \( U \) that is not an automorphism, then \( C_\varphi : \mathcal{H}^p \to \mathcal{H}^p \) has a \( C^2 \) functional calculus.

For our purposes the conclusion means that there is an algebra homomorphism \( \gamma \to \gamma(C_\varphi) \) from \( C^2(\mathbb{C}) \) into \( \mathcal{L}(\mathcal{H}^p) \), the algebra of bounded linear operators on \( \mathcal{H}^p \), such that if \( \beta \) and \( \gamma \) belong to \( C^2 \), then (letting \( \sigma(C_\varphi) \) denote the spectrum of \( C_\varphi \)):

(FC1) If \( \beta \equiv \gamma \) on \( \sigma(C_\varphi) \) then \( \beta(C_\varphi) = \gamma(C_\varphi) \),

(FC2) If \( \gamma(z) \equiv z \) on \( \sigma(C_\varphi) \) then \( \gamma(C_\varphi) = C_\varphi \), and

(FC3) If \( \gamma \equiv 1 \) on \( \sigma(C_\varphi) \) then \( \gamma(C_\varphi) \) is the identity operator on \( \mathcal{H}^p \).
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From this functional calculus will follow the decomposability and, therefore the non-supercyclicity, of \( C_\phi \). It turns out that for any operator on a Banach space, properties (FC1)–(FC3) follow from the weaker assumption that (FC2) and (FC3) hold with the spectrum replaced by the whole complex plane (see [14, Theorem 1.4.10]). However for the functional calculus constructed here, the full strength of (FC1)–(FC3) will be immediately apparent.

Because the existence of a functional calculus is similarity invariant, it will be enough to carry out the construction in \( H^p(\Pi_+) \), with the translation operator \( C_\phi \) on that space standing in for \( C_\varphi \). The work of this section takes place exclusively on the boundary, so that \( H^p(\Pi_+) \) will be interpreted as a subspace of \( L^p(\mu) \), where \( \mu \) is the Cauchy probability measure on \( \mathbb{R} \) given by (4).

We construct our functional calculus by using (5) to view \( C_\phi \) as a convolution operator on \( L^p(\mu) \), and then restricting to the invariant subspace \( H^p(\Pi_+) \). The following well known sufficient condition is the key to proving boundedness for the operators in question. Even though it is stated here only for the Cauchy measure \( \mu \) on the Borel sets of \( \mathbb{R} \), it is valid for any positive measure on any measure space.

3.2. The Schur Test ([4, Page 518, Problem 54]). Suppose \( K \) is a non-negative Borel measurable function on \( \mathbb{R}^2 \), and that there exists a positive, finite constant \( C \) such that:

\[
(a) \quad \int K(x, y) \, d\mu(y) \leq C \quad \text{for a.e. } x \in \mathbb{R},
\]

\[
(b) \quad \int K(x, y) \, d\mu(x) \leq C \quad \text{for a.e. } y \in \mathbb{R}.
\]

For each non-negative Borel function \( f \) on \( \mathbb{R} \) define

\[
T_Kf(x) := \int K(x, y) f(y) \, d\mu(y) \quad (x \in \mathbb{R}). \tag{6}
\]

Then \( \|T_Kf\|_p \leq C\|f\|_p \) for each \( 1 \leq p \leq \infty \); in particular \( T_K \) can now be defined by (6) on all of \( L^p(\mu) \), where it acts as a bounded linear operator.

The Schur Test yields the following criterion for a convolution operator to be bounded on \( L^p(\mu) \).

3.3. Proposition Suppose \( k : \mathbb{R} \to \mathbb{C} \) is a bounded Borel measurable function such that

\[
|k(x)| = O(|x|^{-2}) \quad \text{as } |x| \to \infty. \tag{7}
\]

Then the mapping \( f \to k \ast f \) is a bounded linear operator on \( L^p(\mu) \) for each \( 1 \leq p \leq \infty \).

Proof. The decay condition (7) insures that there is no difficulty in convolving \( k \) with any function in \( L^p(\mu) \). To apply the Schur test let

\[
K(x, y) = \pi(1 + y^2)k(x - y) \quad (x, y \in \mathbb{R}),
\]
so that for \( x \in \mathbb{R} \):

\[
k * f(x) := \int k(x - y)f(y)\, dy = \int K(x, y)f(y)\, d\mu(y)
\]

(unadorned integral signs now refer to integration over the entire real line). So to prove
the boundedness of the convolution operator it suffices to show that \(|K|\) satisfies the
hypotheses of Schur’s Test. Hypothesis (a) is easy; for each \( x \in \mathbb{R} \):

\[
\int |K(x, y)|\, d\mu(y) = \int |k(x - y)|\, dy = \int |k(y)|\, dy < \infty
\]

where the integrability of \( k \) follows from the decay condition (7).

For hypothesis (b) note that for every \( y \in \mathbb{R} \):

\[
\int |K(x, y)|\, d\mu(x) = (1 + y^2) \int |k(x - y)|\, \frac{dx}{1 + x^2} \leq C(1 + y^2) \int \frac{1}{1 + (x - y)^2} \cdot \frac{1}{1 + x^2}\, dx ,
\]

where the inequality arises from (7), with \( C \) independent of \( y \). The last integral in this
display is, by (3) above, a constant multiple of \( P_i \ast P_i \), the convolution of the Poisson kernel
for the point \( i \in \Pi_+ \) with itself. Now this convolution square is just the Poisson kernel for
the point \( 2i \), namely \((2/\pi)(4 + y^2)^{-1}\) (see the next paragraph for details). This establishes
the boundedness of \( \int |K(x, y)|\, d\mu(y) \), and with it, that of the operator of convolution by
\( k \) on \( L^p(\mu) \).

3.4. Remark on the Poisson kernel The identity \( P_i \ast P_i = P_{2i} \) used in the proof of
Proposition 3.3 is a special case of the semigroup identity

\[
P_{a} \ast P_{b} = P_{a+b} \quad (a, b \in \Pi_+) ,
\]

which one can prove using either the Fourier transform or the Poisson integral representation of harmonic functions. Since the Fourier transform of the Poisson kernel will play
a crucial role in the sequel, I’d like to take a moment to show how it leads to (8).

The Fourier transform of \( P_i \) is well known; it is

\[
\widehat{P}_i(\lambda) := \frac{1}{\pi} \int \frac{e^{-i\lambda t}}{1 + t^2} \, dt = e^{-|\lambda|} \quad (\lambda \in \mathbb{R}) .
\]

Now \( P_{a}(t) = \beta^{-1} P_i((t - \alpha)/\beta) \) for each \( a = \alpha + i\beta \in \Pi_+ \), so it follows from (9) and a
change of variable that:

\[
\widehat{P}_{a}(\lambda) = e^{-ia\lambda} e^{-|\lambda|\beta} = \begin{cases} e^{-ia\lambda} \quad (\lambda \geq 0) \\
 e^{-ia\lambda} \quad (\lambda \leq 0)
\end{cases}
\]

from which it follows easily that for \( a, b \in \Pi_+ \), \( \widehat{P}_{a} \widehat{P}_{b} = \widehat{P}_{a+b} \) at every point of
\( \mathbb{R} \). This, by uniqueness of Fourier transforms, implies the desired semigroup property. \( \square \)

Proposition 3.3 provides the foundation for the next result, which is the major building
block in the construction of our functional calculus. For all that follows we fix \( a = \alpha + i\beta \in \Pi_+ \).
3.5. Proposition Suppose \( \gamma \in C^2(\mathbb{C}) \) with \( \gamma(0) = \gamma(1) = 0 \). Let \( k_\gamma \) be the inverse Fourier transform of \( \gamma \circ \widehat{P}_a \). Then the convolution operator \( f \rightarrow k_\gamma \ast f \) is bounded on \( L^p(\mu) \) and maps \( H^p(\Pi_+) \) into itself.

Proof. It follows from (10) that \( |\widehat{P}_a(\lambda)| = e^{-|\lambda|} \) for each \( \lambda \in \mathbb{R} \). Because \( \gamma \) is differentiable and vanishes at \( 0 \), the composition \( \gamma \circ \widehat{P}_a \) inherits the exponential decay of \( \widehat{P}_a \) at \( \pm \infty \), and is therefore integrable, hence there is no problem in defining \( k_\gamma \), its inverse Fourier transform. In fact the first and second derivatives of \( \gamma \circ \widehat{P}_a \) on both half-intervals \((0, \infty)\) and \((-\infty, 0)\) have the same exponential decay, and thus \( k_\gamma \) can be estimated by splitting its defining Fourier integral into two pieces—one over each half-interval—and integrating the results twice by parts, using the condition \( \gamma(0) = \gamma(1) = 0 \) to get rid of the boundary terms at the first stage. The result is that the asymptotic estimate (7) is valid for \( k_\gamma \), hence by Proposition 3.3 the associated convolution operator is bounded.

As for \( H^p \)-preservation, observe first that \( \mathcal{H}^p(\Pi_+) \) is a dense subspace of \( H^p(\Pi_+) \). One way to see this is to note that \( C_\gamma \) takes \( \mathcal{H}^p(\Pi_+) \) to \( (1 - z)^{-1/2} H^p(U) \) (see [7, Lemma 1.2, page 51] or [8, page 130]), and (by definition) \( H^p(\Pi_+) \) to \( H^p(U) \). An application of Beurling’s theorem then seals the argument. Now the functions in \( L^1(\mathbb{R}) \cap L^P(\mathbb{R}) \) whose Fourier transforms vanish on the negative real axis form a dense subspace of \( \mathcal{H}^p(\Pi_+) \), and therefore of \( H^p(\Pi_+) \), so it is enough to prove that \( k_\gamma \ast f \in \mathcal{H}^p(\Pi_+) \) for each such function \( f \). Clearly this convolution lies in \( L^p(\mu) \cap L^1(\mathbb{R}) \), and its Fourier transform, which is \( \widehat{k_\gamma \ast f} \), vanishes where \( \hat{f} \) does—on the negative real axis. Thus \( k_\gamma \ast f \in \mathcal{H}^p(\Pi_+) \subset H^p(\Pi_+) \) and the proof is complete. \( \square \)

3.6. The functional calculus for \( C_\Phi \) on \( L^p(\mu) \) As usual, we denote by \( \Phi \) the mapping of “translation by \( a \in \Pi_+ \)” on \( \mathbb{C} \). Let \( \mathcal{G} \) denote the class of functions \( \gamma \) that satisfy the hypotheses of Proposition 3.5—twice continuously differentiable on \( \mathbb{C} \) and vanishing at both 0 and 1. For \( \gamma \in \mathcal{G} \) define \( \gamma(C_\Phi) \) to be the operator of convolution with \( k_\gamma \), acting on \( L^p(\mu) \). According to the work just completed, \( \gamma(C_\Phi) \) is a bounded operator on \( L^p(\mu) \) that leaves invariant the closed subspace \( H^p(\Pi_+) \) (still being viewed as a space of functions on the real line).

If \( \gamma_1 \) and \( \gamma_2 \) belong to \( \mathcal{G} \) and coincide on \( \widehat{P}_a(\mathbb{R}) \), then so do their left compositions with \( \widehat{P}_a \), and hence so do the inverse Fourier transforms of these compositions. Since these inverse Fourier transforms are just the convolution kernels \( k_{\gamma_1} \) and \( k_{\gamma_2} \), it follows that \( \gamma_1(C_\Phi) = \gamma_2(C_\Phi) \).

The map \( \gamma \to \gamma(C_\Phi) \) is clearly additive and homogeneous with respect to scalar multiplication. To see that it is also multiplicative, let \( \gamma_1 \) and \( \gamma_2 \) belong to \( \mathcal{G} \) and observe that
\[
\widehat{k_{\gamma_1 \gamma_2}} = (\gamma_1 \cdot \gamma_2) \circ \widehat{P}_a = (\gamma_1 \circ \widehat{P}_a) \cdot (\gamma_2 \circ \widehat{P}_a) = \widehat{k_{\gamma_1}} \cdot \widehat{k_{\gamma_2}},
\]
hence \( k_{\gamma_1 \gamma_2} = k_{\gamma_1} \ast k_{\gamma_2} \). It follows that for each \( f \in L^p(\mu) \cap L^1(\mathbb{R}) \) (a dense subspace of \( L^p(\mu) \)):
\[
(\gamma_1 \cdot \gamma_2)(C_\Phi)f := k_{\gamma_1 \gamma_2} \ast f = k_{\gamma_1} \ast (k_{\gamma_2} \ast f) = \gamma_1(C_\Phi)[\gamma_2(C_\Phi)f],
\]
which establishes the desired multiplicative property. \( \square \)

The arguments so far have shown that the map \( \gamma \to \gamma(C_\Phi) \) is an algebra homomorphism of \( \mathcal{G} \) into \( \mathcal{L}(L^p(\mu)) \). It remains to extend this map appropriately to all of \( C^2(\mathbb{C}) \). For this
it suffices to note that each $\gamma \in C^2(\mathbb{C})$ can be written uniquely as

$$\gamma(z) = a + bz + \gamma_0(z) \quad (z \in \mathbb{C}),$$

where $a = \gamma(0)$, $b = \gamma(1) - \gamma(0)$, and $\gamma_0 \in \mathcal{G}$. Thus

$$\gamma(C_\phi) := aI + bC_\phi + \gamma_0(C_\phi)$$

defines a bounded linear operator on $L^p(\mu)$ that takes $H^p(\Pi_+)$ into itself. One checks easily that the homomorphic property previously noted on $\mathcal{G}$ for the mapping $\gamma \rightarrow \gamma(C_\phi)$ carries over to the extension just defined on $C^2(\mathbb{C})$, and that this extension has all the properties needed to be a functional calculus for $C_\phi$ on $L^p(\mu)$, except that the uniqueness conditions (FC1)-(FC3), which are supposed to hold for $\sigma(C_\phi)$, have been proven instead for $\widehat{P}_a(\mathbb{R})$. The next result shows that (FC1)-(FC3) hold just as advertised.

3.7. Proposition $\sigma(C_\phi : L^p(\mu) \rightarrow L^p(\mu)) = \widehat{P}_a(\mathbb{R}) \cup \{0\}$.

Proof. For $t \in \mathbb{R}$ let $E_t(x) = e^{itz}$ ($x \in \mathbb{R}$). Since these functions are continuous and bounded (in fact, unimodular) on $\mathbb{R}$, they all belong to $L^p(\mu)$. For $t \geq 0$ these functions turned out to be eigenvectors of $C_\phi : H^p(\Pi_+) \rightarrow H^p(\Pi_+)$. The first order of business is to show that the full collection serves as eigenvectors for $C_\phi$ on $L^p(\mu)$. For this, fix $\mathbf{x}$ and $\mathbf{t}$ in $\mathbb{R}$ and note that:

$$C_\phi(E_t(x)) := \mathcal{P}_a \ast E_t(x) = \int e^{it(x-\xi)} P_a(\xi) d\xi = e^{itz} \widehat{P}_a(t) = \widehat{P}_a(t) E_t(x)$$

so $\widehat{P}_a(t)$ is an eigenvalue of $C_\phi : L^p(\mu) \rightarrow L^p(\mu)$ corresponding to the eigenvector $E_t$. Thus $\widehat{P}_a(\mathbb{R})$ is contained in the $L^p(\mu)$ spectrum of $C_\phi$, hence so is its closure $\widehat{P}_a(\mathbb{R}) \cup \{0\}$.

To complete the proof it suffices to show that $\lambda \notin \widehat{P}_a(\mathbb{R}) \cup \{0\}$ implies $\lambda \notin \sigma(C_\phi)$. For each such $\lambda$ there exists a function $\gamma \in C^2(\mathbb{C})$ with $\gamma(z) = (z - \lambda)^{-1}$ for $z \in \widehat{P}_a(\mathbb{R})$. Now $\psi(z) = z - \lambda$ is also a $C^2$ function on $\mathbb{C}$, and $\psi \cdot \gamma \equiv 1$ on $\widehat{P}_a(\mathbb{R})$. Thus by the properties derived so far for our functional calculus:

$$\gamma(C_\phi)(C_\phi - \lambda I) = \gamma(C_\phi)\psi(C_\phi) = (\gamma \cdot \psi)(C_\phi) = I,$$

where $I$ is the identity map on $L^p(\mu)$. This display shows, because all the operator factors therein commute, that $C_\phi - \lambda I$ is invertible on $L^p(\mu)$, hence $\lambda \notin \sigma(C_\phi)$. \hfill $\square$

3.8. Remark Recall from §2.2 our observation that the set

$$\Gamma_a := \widehat{P}_a([0, \infty)) = \{ e^{iat} : t \geq 0 \},$$

is a curve that spirals from the point 1 asymptotically into the origin. By formula (10), $\widehat{P}_a(\mathbb{R})$ is the union of $\Gamma_a$ and its reflection in the $x$-axis, a double-spiral joining the point 1 to the origin.

It remains only to check that the functional calculus constructed above for $C_\phi$ on $L^p(\mu)$ restricts properly to the subspace $H^p(\Pi_+)$, which we have already seen is invariant for all the operators involved (Proposition 3.5). This is the content of the next two results.
3.9. Proposition Suppose $\gamma_1, \gamma_2 \in C^2(\mathbb{C})$ with $\gamma_1 \equiv \gamma_2$ on $\Gamma_a$. Then $\gamma_1(C_\Phi) = \gamma_2(C_\Phi)$ on $H^p(\Pi_+)$. 

Proof. It is enough to prove that the two operators coincide on the dense subspace $H^p(\Pi_+) \cap L^1(\mathbb{R})$ of $H^p(\Pi_+)$. For $f$ in this subspace the Fourier transform $\hat{f}$ vanishes on the negative real axis. Our hypothesis guarantees that $\gamma_1 \circ \widehat{P_a} = \gamma_2 \circ \widehat{P_a}$ on $[0, \infty)$, so at each point of $\mathbb{R}$ we have:

$$[\gamma_1(C_\Phi) f]^\sim = [k_{\gamma_1} \ast f]^\sim = \widehat{k_{\gamma_1}} \cdot \hat{f} = (\gamma_1 \circ \widehat{P_a}) \cdot \hat{f} = (\gamma_2 \circ \widehat{P_a}) \cdot \hat{f} = [\gamma_2(C_\Phi) f]^\sim,$$

hence $\gamma_1(C_\Phi) f = \gamma_2(C_\Phi) f$. \hfill $\square$

3.10. Corollary $\sigma(C_\Phi : H^p(\Pi_+) \to H^p(\Pi_+)) = \Gamma_a \cup \{0\}$. 

Proof. We have already seen that each $\lambda \in \Gamma_a$ is an eigenvalue of $C_\Phi : H^p(\Pi_+) \to H^p(\Pi_+)$, so the spectrum of this operator contains $\Gamma_a \cup \{0\}$. To go the other way it is enough to show that if $\lambda \notin \Gamma_a \cup \{0\}$ then $\lambda$ is not in the spectrum, i.e. that $C_\Phi - \lambda I$ is invertible on $H^p(\Pi_+)$. Now the hypothesis on $\lambda$ is that $z - \lambda$ is bounded away from zero on $\Gamma_a$, hence there exists $\gamma \in C^2(\mathbb{C})$ with $\gamma(z) = (z - \lambda)^{-1}$ on $\Gamma_a$. Since $(z - \lambda)\gamma(z) \equiv 1$ on $\Gamma_a$ it follows from Proposition 3.9 that, just as in the proof of Proposition 3.7, the operator $\gamma(C_\Phi)$ is the inverse, on $H^p(\Pi_+)$, of $C_\Phi - \lambda I$. \hfill $\square$

4. Decomposability

As promised in the Introduction, I include these final two sections entirely for the convenience of the reader. While there may be some originality in the organization of Section 5, the material in this section comes right out of [14, Theorem 1.4.10].

In the last section we constructed, for each composition operator induced on $H^p$ by a parabolic non-automorphism, a $C^2$-functional calculus. The point of this section is that every Banach space operator with even a $C^\infty$ functional calculus is decomposable.

So assume that $X$ is a Banach space and $T$ a bounded linear operator on $X$, and that $T$ has a $C^\infty$ functional calculus in the sense of the discussion following Theorem 3.1.

To each compact subset $K$ of $\mathbb{C}$ let us attach the subspace $E(K)$ of $X$ formed by intersecting the null spaces of all the operators $\eta(T)$ where $\eta \in C^\infty(\mathbb{C})$ and $K \cap \text{spt} \eta = \emptyset$. Everything depends on the following result.

4.1. Lemma For each compact subset $K$ of $\mathbb{C}$, the subspace $E(K)$ is closed and $T$ - invariant, with $\sigma(T|_{E(K)}) \subset K$. Moreover, if $\lambda$ is an eigenvalue of $T$ then the following are equivalent:

(a) $\lambda \in K$.

(b) Every $\lambda$-eigenvector of $T$ lies in $E(K)$.

(c) Some $\lambda$-eigenvector of $T$ lies in $E(K)$. 

Proof. That $E(K)$ is closed and $T$-invariant is routine, so I omit the argument. For the spectral inclusion, suppose $\lambda \in \mathbb{C}\setminus K$. We wish to show that $T - \lambda I$ is invertible on $E(K)$. Choose an open set $V$ that contains $K$ but whose closure does not contain $\lambda$, and observe that there is a $C^\infty$ function $\eta$ on the plane with $\eta(z) = (z - \lambda)^{-1}$ on $V$. Thus $\gamma(z) := (z - \lambda)\eta(z)$ is $C^\infty$ on the plane, and $\equiv 1$ on $V$, and so $1 - \gamma$ has support disjoint from $K$. Therefore if $x \in E(K)$ we have (by the definition of $E(K)$) $(1 - \gamma)(T)x = 0$, hence: $I = \gamma(T) = (T - \lambda I)\eta(T) = \eta(T)(T - \lambda I)$ on $E(K)$, which establishes the desired invertibility.

As for eigenvalues and eigenfunctions, note first that if $\lambda$ is an eigenvalue and $x$ an eigenvector for $\lambda$ then it is easy to check that $x$ is a $\gamma(\lambda)$-eigenvector for $\gamma(T)$ for any $\gamma \in C^\infty(\mathbb{C})$. The equivalence of (a), (b), and (c) follows easily from this and the fact that $\lambda \in K$ if and only if $\gamma(\lambda) = 0$ for every $\gamma \in C^\infty(\mathbb{C})$ with support disjoint from $K$.

4.2. Theorem Suppose $X$ is a Banach space and $T \in \mathcal{L}(X)$ has a $C^\infty$ functional calculus in the sense of §3.1. Then $T$ is decomposable.

Proof. Suppose $V$ and $W$ are nonvoid open subsets that cover the plane. Recall from the Introduction that the goal is to find closed $T$-invariant subspaces $Y$ and $Z$ whose sum is $X$ such that the restrictions of $T$ to $Y$ and $Z$ have spectra that lie, respectively, in $U$ and $V$.

To make the decomposition, let $\{\beta, \gamma\}$ be a $C^\infty$ partition of unity on $\sigma(T)$ subordinate to the open covering $\{U, V\}$. Because $\beta + \gamma \equiv 1$ on $\sigma(T)$, the operator $\beta(T) + \gamma(T)$ is the identity on $X$. Thus $\beta(T)X + \gamma(T)X = X$.

Let $Y = E(\text{spt} \beta)$ and $Z = E(\text{spt} \gamma)$. Then the spectral inclusions follow immediately from Lemma 4.1. To see that $X = Y + Z$ just note that if $x$ is in the range of $\beta(T)$, say $x = \beta(T)x'$ for some $x' \in X$, and if $\eta \in C^\infty(\mathbb{C})$ has support disjoint from that of $\beta$, then $\eta \cdot \beta \equiv 0$, so $0 = (\eta \cdot \beta)(T)x' = \eta(T)\beta(T)x' = \eta(T)x$, hence $x \in Y$. In other words $\text{ran} \beta(T) \subset Y$, and similarly $\text{ran} \gamma(T) \subset Z$. Since, as noted above, $X$ is the sum of the smaller subspaces, it is also the sum of the larger ones.

4.3. Remarks. (a) Operators with a $C^\infty$ functional calculus are called generalized scalar operators. These form a proper subclass of the decomposable operators (see the discussion following Theorem 1.4.10 of [14] for references).

(b) If $T$ is a Banach space operator whose spectrum lies in the unit circle, and for which there is a positive integer $N$ such that

$$
||T^k|| = O(||k|^N) \quad (||k| \to \infty),
$$

then a $C^\infty$ functional calculus can be constructed for $T$ by setting $\gamma(T) := \sum_{-\infty}^{\infty} \hat{\gamma}(k)T^k$, where for $\gamma \in C^\infty(\mathbb{C})$ and $\hat{\gamma}(k)$ is the $k$-th Fourier coefficient of the restriction of $\gamma$ to the unit circle. If $\varphi$ is a parabolic automorphism of $U$ then it is well known that $T = C_\varphi$ obeys (11) (see [16], for example), and is therefore—as was first noted by Robert Smith in [19]—decomposable. In contrast to the operators we have been considering here, these automorphically-induced composition operators $C_\varphi$ are supercyclic; in fact hypercyclic [1, Thm. 2.2, page 25].
5. (Non)Supercyclicity

So far we have seen that for $1 < p < \infty$, composition operators induced on $H^p$ by parabolic non-automorphisms of $U$ are decomposable, and that no such map has its spectrum lying on a circle. As previously mentioned, Theorem M of the Introduction then asserts that no such operator can be supercyclic.

Because the proof of Theorem M requires considerable background, I include for the reader’s convenience this final section, which provides a mostly self-contained proof of non-supercyclicity for the class of composition operators we are considering here. The key to the argument is the following result, which occurs in [5, Theorem 6.1] and [6, Prop. 2.1].

5.1. Lemma A bounded linear operator $T$ on a Banach space $X$ is not supercyclic on $X$ whenever its spectrum can be split into a disjoint union of nonvoid compact sets $K_1$ and $K_2$, where $K_1 \subset \{|z| < r\}$ and $K_2 \subset \{|z| > r\}$ for some positive $r$.

Proof. An operator is supercyclic if and only if every one of its non-zero scalar multiples is supercyclic, so we may, without loss of generality, assume that $r = 1$. The Riesz functional calculus provides a direct sum decomposition $X = X_1 \oplus X_2$ where $X_i$ is a closed, $T$-invariant subspace of $X$ and $\sigma(T|_{X_i}) \subset K_i$ ($i = 1, 2$). Because the spectrum of $T|_{X_1}$ lies in the open unit disc, the spectral radius formula implies that the positive powers of this operator converge to zero in the operator norm. Similarly, the spectrum of the restriction of $T$ to $X_2$ lies outside the closed unit disc, hence by an easy argument, $\|T^n x\| \to \infty$ for every $0 \neq x \in X_2$ (see, e.g., [5, Lemma 6.3] for details).

Now suppose $0 \neq x \in X$. The goal is to show that $x$ is not a supercyclic vector. In the decomposition $x = x_1 + x_2$ with $x_i \in X_i$ ($i = 1, 2$) this will be trivial if either $x_1$ or $x_2$ is the zero vector. So suppose otherwise, in which case the Hahn-Banach theorem provides a bounded linear functional $\Lambda$ on $X$ that vanishes identically on $X_2$, but has $\Lambda(x_1) \neq 0$. Let $y$ be a non-zero vector that is a limit point of the projective $T$-orbit of $x$, so there exist a sequence $\{c_j\}$ of scalars and a strictly increasing sequence $\{n_j\}$ of non-negative integers such that $c_j T^{n_j} x \to y$. Therefore:

$$\frac{|\Lambda(y)|}{\|y\|} = \lim \frac{|\Lambda(c_j T^{n_j} x)|}{\|c_j T^{n_j} x\|} = \lim \frac{|\Lambda(T^{n_j} x_1)|}{\|T^{n_j} (x_1 + x_2)\|}.$$

In the last fraction the numerator is bounded above by $\|\Lambda\| \|T^{n_j} x_1\|$, which converges to zero, while the denominator is bounded below by $\|T^{n_j} x_2\| - \|T^{n_j} x_1\|$, which converges to $\infty$. Thus the fraction itself converges to zero, and so $\Lambda(y) = 0$.

This shows that for any $0 \neq x \in X$ there is a nontrivial bounded linear functional $\Lambda$ on $X$ such that each limit point of the projective $T$-orbit of $x$ lies in the null space of $\Lambda$. This projective orbit is therefore not dense in $X$ so, as desired, $x$ is not a supercyclic vector for $T$. □

5.2. Remark This result lies at the heart of the proof that for any supercyclic operator $T$ there must exist a (possibly degenerate) circle centered at the origin that intersects every component of the spectrum of $T$ (see [9, Proposition 3.1] [5, Theorem 6.1] or [6,
Prop. 2.1). This “circle theorem” can, in turn, be considered an extension of a result of Kitai, who proved in [12, Theorem 2.8] that every component of the spectrum of a hypercyclic operator must intersect the unit circle. I thank Alfonso Montes for pointing out the reference to Herrero’s paper.

5.3. Restriction and quotient maps If $T$ is a bounded linear operator on $X$, then any closed, $T$-invariant subspace $Y$ of $X$ gives rise to two further operators: the usual restriction operator $T|_Y : Y \rightarrow Y$ and the perhaps less familiar quotient operator $T/Y : X/Y \rightarrow X/Y$, defined by: $(T/Y)(x + Y) := Tx + Y$ $\ (x \in X)$. Let $\sigma_f(T)$ denote the union of $\sigma(T)$ with all the bounded components of its complement, the so-called full spectrum of $T$. It is well known that $\sigma(T|_Y) \subset \sigma_f(T)$, but less familiar is the following result for quotient maps:

5.4. Lemma If $X = Y + Z$ where $Y$ and $Z$ are closed, $T$-invariant subspaces of $X$, then $\sigma(T/Z) \subset \sigma_f(T|_Y)$.

The result follows immediately from the one about restriction operators when $X$ is the direct sum of $Y$ and $Z$, for then the quotient map $T/Z$ is similar to the restriction of $T$ to $Y$. The general case follows from the restriction theorem and the (easily checked) fact that the map $y + (Y \cap Z) \rightarrow y + Z$ is an isomorphism of $Y/(Y \cap Z)$ onto $X/Z$ that establishes a similarity between $T/Z$ and $(T|_Y)/(Y \cap Z)$ (see [14, Proposition 1.2.4] for the details).

With these preliminaries out of the way we can now prove the main result of this section.

5.5. Theorem If $\varphi$ is a parabolic linear fractional selfmap of $U$ that is not an automorphism, then $C^\varphi$ is not supercyclic on $H^p$ for $1 < p < \infty$.

Proof. Recall that $\sigma(C^\varphi)$ is either the closed interval $[0,1]$ or a curve that starts at 1 and converges to the origin by spiralling infinitely often around it, with distance to the origin decreasing monotonically. Choose any numbers $0 < r_1 < \rho_1 < \rho_2 < r_2 < 1$ and note that, because of this monotonicity, $\sigma(C^\varphi)$ intersects $\{|z| > r_1\}$ in an arc that contains the point 1. Let $V = \{|z| < \rho_1\} \cup \{|z| > \rho_2\}$ and $W = \{r_1 < |z| < r_2\}$, so that $\{V,W\}$ is an open covering of the plane. Because $C^\varphi$ is decomposable on $H^p$ there exist $C^\varphi$-invariant subspaces $Y$ and $Z$ such that $H^p = Y + Z$, $\sigma(C^\varphi|_Y) \subset V$, and $\sigma(C^\varphi|_Z) \subset W$.

Because supercyclicity (indeed any form of cyclicity) is inherited by quotient maps, the proof will be finished if we can show that the quotient map $C^\varphi/Z$ is not supercyclic on $H^p/Z$. To this end observe that $\sigma(C^\varphi/Z) \subset \sigma_f(C^\varphi|_Y) \subset \sigma_f(C^\varphi) = \sigma(C^\varphi)$, where the first containment follows from Lemma 5.4, the second was pointed out in §5.3, and the final equality is a consequence of the spiral shape of the $H^p$-spectrum of $C^\varphi$ (Corollary 3.10). Thus the spectrum of $C^\varphi/Z$ lies in $V$, and therefore decomposes into a disjoint union of two compact sets, $K_1 \subset \{|z| < \rho_1\}$ and $K_2 \subset \{|z| > \rho_2\}$. Lemma 5.1 will then complete the job once we establish that neither $K_1$ nor $K_2$ is empty.

For this, recall from §4 that the decomposing subspaces $Y$ and $Z$ were constructed by choosing a $C^\infty$ partition of unity $\{\beta, \gamma\}$ on $\sigma(C^\varphi)$ with $\text{spt}\beta \subset V$ and $\text{spt}\gamma \subset W$, and then setting $Y = E(\text{spt}\beta)$ and $Z = E(\text{spt}\gamma)$. From Lemma 4.1 we know that each point
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$e^{iat}$ of $\text{spt} \beta$ is an eigenvalue of $C_\varphi$ for which the corresponding eigenvector $e_t$ lies in $Y$ (here $a \in \Pi_+$ is the translation parameter of $\varphi$). Moreover, if $e^{iat} \notin \text{spt} \gamma$ then Lemma 4.1 insures that $e_t \notin Z$, so that the coset $e_t + Z$ is not the zero-element of the quotient space $H^p / Z$. Thus every point $e^{iat} \in \text{spt} \beta \setminus \text{spt} \gamma$, is a $C_\varphi / Z$ eigenvalue. Since $\text{spt} \beta \setminus \text{spt} \gamma$ has points in both components of $V$, and $\sigma(C_\varphi / Z) \subset V$, we see that $\sigma(C_\varphi / Z)$ is split by an origin-centered circle. Thus Lemma 5.1 insures that $C_\varphi / Z$ is not supercyclic, and therefore neither is $C_\varphi$.
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Abstract

In this note it is shown that the dual algebra generated by a completely non-unitary subnormal tuple $S$ with an isometric $w^*$-continuous $L^\infty$-functional calculus over the unit polydisc satisfies the factorization property $(A_{1,\mathbb{N}_0})$. This observation is used to deduce that $S$ is reflexive and possesses a dense set of vectors generating an analytic invariant subspace.
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1. Introduction

A result of Scott Brown [4] from 1978 shows that each subnormal operator $S \in L(H)$ on a complex Hilbert space $H$ has a non-trivial invariant subspace Using Scott Brown’s methods Olin and Thomson [20] proved that each subnormal operator $S$ on $H$ is reflexive. Thus Olin and Thomson extended earlier results of Sarason on the reflexivity of normal operators and analytic Toeplitz operators and of Deddens on the reflexivity of isometries.

A result of Yan [22] shows that each subnormal $n$-tuple $S \in L(H)^n$, that is, each system $S \in L(H)^n$ that extends to a system $N = (N_1, \ldots, N_n) \in L(K)^n$ of commuting normal operators on a larger Hilbert space $K$, possesses a non-trivial joint invariant subspace. It is an open question whether each subnormal $n$-tuple $S \in L(H)^n$ is reflexive. It was shown by Bercovici [3] that each commuting system of isometries on a Hilbert space is reflexive. In [2] Azoff and Ptak extended this result to the case of jointly quasinormal systems.

It is the aim of the present note to show that each completely non-unitary subnormal tuple $S$ with an isometric $H^\infty$-functional calculus over the open unit polydisc in $\mathbb{C}^n$ is reflexive. At the same time we prove that the dual operator algebra generated by $S$ satisfies the factorization property $(A_{1,\mathbb{N}_0})$.

More precisely, let $S \in L(H)^n$ be a subnormal tuple, and let $\mathcal{A}_S$ be the smallest $w^*$-closed unital subalgebra of $L(H)$ containing $S_1, \ldots, S_n$. Our proof is based on the observation that each element in the natural predual $Q(S) = C^1(H)/\mathbb{A}_S$ of $\mathcal{A}_S$ can be...
approximated by the equivalence classes of rank-one operators. If in addition, the tuple $S$ possesses an isometric $w^*$-continuous $H^\infty$-functional calculus $\Phi : H^\infty(D^n) \to L(H)$, then this density result means precisely that $\Phi$ possesses the almost factorization property in the sense of [12]. If $S$ is completely non-unitary, that is, possesses no non-zero reducing subspace $M$ such that the restriction of $S$ onto $M$ is a commuting tuple of unitary operators, then $S$ satisfies the weak $C_0$-condition

$$\lim_{k \to \infty} S^{*k} x = 0 \quad (x \in H),$$

where $S^{*k} = (S_1^* \cdots S_n^*)^k$ for each natural number $k$.

The above observations together with results proved in [12] allow us to deduce that the dual algebra $\mathfrak{A}_S$ generated by a completely non-unitary subnormal tuple $S \in L(H)^n$ with an isometric $w^*$-continuous $H^\infty$-functional calculus over the unit polydisc possesses the factorization property ($A_{1,n}$). As consequences we obtain that the vectors generating an analytic invariant subspace for $S$ form a dense subset of $H$ and that the tuple $S$ is reflexive. Analogous results for subnormal tuples over the unit ball in $\mathbb{C}^n$ were obtained in [11].

In the one-variable case, Sarason’s decomposition theorem for compactly supported measures and corresponding decomposition theorems for subnormal operators due to Conway and Olin [9] allow the reduction of the reflexivity problem for single subnormal operators to the case of subnormal operators with isometric $w^*$-continuous $H^\infty$-functional calculus over the unit disc. Since a reduction of this type is missing in the multivariable case, it is not clear whether a general reflexivity proof for subnormal tuples is possible along these lines.

2. Preliminaries

Let $H$ be a complex Hilbert space, and let $L(H)$ be the Banach algebra of all continuous linear operators on $H$. We regard $L(H)$ as the norm–dual of the space $C^1(H)$ of all trace–class operators on $H$. Let $T = (T_1, \ldots, T_n) \in L(H)^n$ be a commuting tuple. The smallest $w^*$-closed unital subalgebra $\mathfrak{A}_T$ of $L(H)$ containing $T_1, \ldots, T_n$ is isometrically isomorphic to the norm–dual of the quotient space $Q(T) = C^1(H)/^1\mathfrak{A}_T$. In this way $\mathfrak{A}_T$ becomes a dual algebra, that is, $\mathfrak{A}_T$ is the norm–dual of a suitable Banach space such that the multiplication in $\mathfrak{A}_T$ is separately $w^*$–continuous. If $A$ and $B$ are dual algebras, then a dual algebra isomorphism $\varphi : A \to B$ is by definition an algebra homomorphism between $A$ and $B$ that is an isometric isomorphism and a $w^*$–homeomorphism.

For $x, y \in H$, we denote by $[x \otimes y] \in Q(T)$ the equivalence class of the rank–one operator $H \to H$, $\xi \mapsto \langle \xi, y \rangle x$. Let $p, q$ be any cardinal numbers with $1 \leq p, q \leq \aleph_0$. The dual algebra $\mathfrak{A}_T$ possesses property ($A_{p,q}$) if, for each matrix $L_{ij}$ of functionals $L_{ij} \in Q(T)$ ($0 \leq i < p$, $0 \leq j < q$), there are vectors $(x_i)_{0 \leq i < p}$, $(y_j)_{0 \leq j < q}$ in $H$ with

$$L_{ij} = [x_i \otimes y_j] \quad (0 \leq i < p, \ 0 \leq j < q).$$
If \( p = q \), then we write \((A_p)\) instead of \((A_{p,q})\).

Let \( K \) be a compact set in \( \mathbb{C}^n \), and let \( M(K) \) be the space of all complex regular Borel measures on \( K \). We write \( M_1^+(K) \) for the subset consisting of all probability measures on \( K \). Let \( \mu \in M(K) \) be a positive measure. We denote by \( P_\infty(\mu) \) the \( w^*\)-closure of the set of all polynomials in \( L_\infty(\mu) \) with respect to the duality \( \langle L_1(\mu), L_\infty(\mu) \rangle \). The space \( P_\infty(\mu) \) is a dual algebra with predual \( Q(\mu) = L_1(\mu) / P_\infty(\mu) \). For \( 1 \leq q < \infty \), we define \( P^q(\mu) \) as the norm–closure of the polynomials in \( L^q(\mu) \).

Let \( \mathbb{D}^n \) be the open unit polydisc in \( \mathbb{C}^n \). The Banach algebra \( H_\infty(\mathbb{D}^n) \) of all bounded analytic functions on \( \mathbb{D}^n \) is regarded as the norm–dual of the quotient \( Q = L_1(\mathbb{D}^n) / H_\infty(\mathbb{D}^n) \).

Here we use that \( H_\infty(\mathbb{D}^n) \) is a \( w^*\)-closed subspace of \( L_\infty(\mathbb{D}^n) \) relative to the duality \( \langle L_1(\mathbb{D}^n), L_\infty(\mathbb{D}^n) \rangle \) (formed with respect to the \((2n)\)-dimensional Lebesgue measure). A subset \( a \) of \( \mathbb{C}^n \) is called dominating in \( \mathbb{D}^n \) if \( \|/\| = \sup\{|/(z)|; z \in \mathbb{D}^n \cap a\} \) for all \( / \in H_\infty(\mathbb{D}^n) \). For \( \lambda \in \mathbb{D}^n \) and \( k \in \mathbb{N}^n \), the \( w^*\)-continuous linear functionals

\[ E_\lambda : H_\infty(\mathbb{D}^n) \to \mathbb{C}, \quad f \mapsto f(\lambda), \]

\[ E^{(k)} : H_\infty(\mathbb{D}^n) \to \mathbb{C}, \quad f \mapsto f^{(k)}(0)/k! \]

are regarded as elements in \( Q \). If \( \Phi : H_\infty(\mathbb{D}^n) \to L(H) \) is a \( w^*\)-continuous algebra homomorphism, then for \( x, y \in H \), we regard the \( w^*\)-continuous linear functional

\[ x \otimes y : H_\infty(\mathbb{D}^n) \to \mathbb{C}, \quad x \otimes y = \langle \Phi(f)x, y \rangle \]

as an element in \( Q \).

For a commuting tuple \( T = (T_1, \ldots, T_n) \in L(H)^n \) and \( k \in \mathbb{N}, \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \), we use the standard abbreviations \( T^k = (T_1 \cdot \ldots \cdot T_n)^k \) and \( T^\alpha = T_1^{\alpha_1} \cdot \ldots \cdot T_n^{\alpha_n} \). We write \( \text{Lat}(T) \) for the lattice of all closed linear subspaces of \( H \) which are invariant under \( T_1, \ldots, T_n \). We denote by \( \sigma(T) \) the Taylor spectrum of the commuting tuple \( T \). For the definition and properties of the Taylor spectrum the reader is referred to [14].

3. Factorization results

Let \( S \in L(H)^n \) be a subnormal tuple on a Hilbert space \( H \). Our first aim is to approximate the elements \( L \in Q(S) \) by the equivalence classes of suitable rank–one operators. Via the spectral theorem for commuting normal tuples, this problem will be reduced to the following measure–theoretic result proved in [13] (Lemma 1.3).

**Lemma 3.1** Let \( K \subset \mathbb{C}^n \) be a compact set, and let \( \mu \in M_1^+(K) \) be a probability measure on \( K \). For any given element \( L \in Q(\mu) = L_1(\mu) / P_\infty(\mu) \) and any real number \( \varepsilon > 0 \), there are functions \( f, g \in P^2(\mu) \) with \( \|f\|, \|g\| \leq \|L\|^{1/2} \) and

\[ \|L - [fg]\| < \varepsilon. \]
Let \( N \in L(K)^n \) be the minimal normal extension of the subnormal tuple \( S \in L(H)^n \), where \( K \) is a Hilbert space containing \( H \). The multidimensional analogue of Proposition V.17.4 from [8] (proved in exactly the same way as in the one-variable case) allows us to choose a separating vector \( h \) for \( N \) in \( H \). Let

\[
\mu : B(K) \to [0, \infty), \quad \mu(A) = \langle E(A)h, h \rangle,
\]

where \( K = \sigma(N) \) and \( E \) is the operator–valued spectral measure for \( N \), be the scalar spectral measure of \( N \) given by the vector \( h \). We denote by

\[
H_h = \vee(S^k h; k \in \mathbb{N}^n) \in \text{Lat}(S)
\]

the smallest invariant subspace for \( S \) containing the vector \( h \), and we write

\[
U : P^2(\mu) \to H_h
\]

for the unique unitary operator satisfying \( U p = p(S)h \) for all polynomials \( p \) in \( n \) variables.

The \( \omega^\ast \)-continuous isomorphism of von Neumann algebras

\[
\Psi : L^\infty(\mu) \to W^\ast(N)
\]

associated with \( N \) induces a dual algebra isomorphism \( \gamma : P^\infty(\mu) \to \mathfrak{A}_S \) (cf. [7] or Section 1 in [11]). We denote by \( \gamma^\ast : Q(S) \to Q(\mu) \) the predual of this map.

**Lemma 3.2** Let \( L \in Q(S) \) and let \( \varepsilon > 0 \) be a given real number. Then there are vectors \( x, y \in H \) with \( \|L - [x \otimes y]\| < \varepsilon \) and \( \|x\|, \|y\| \leq \|L\|^{1/2} \).

**Proof.** By Lemma 3.1 there are functions \( f, g \in P^2(\mu) \) with \( \|f\|, \|g\| \leq \|L\|^{1/2} \) and

\[
\|\gamma^\ast(L) - [f \tilde{g}]\|_{Q(\mu)} < \varepsilon.
\]

Since

\[
\langle L - [U(f) \otimes U(g)], \varphi \rangle = \langle \gamma^\ast(L) - [f \tilde{g}], \varphi \rangle
\]

holds for all functions \( \varphi \in P^\infty(\mu) \), the vectors \( x = U(f) \) and \( y = U(g) \) satisfy all the assertions of the lemma. \( \square \)

Let us suppose that, in addition, the subnormal tuple \( S \) possesses an isometric \( \omega^\ast \)-continuous \( H^\infty \)-functional calculus

\[
\Phi : H^\infty(\mathcal{D}^n) \to L(H).
\]
The induced dual algebra isomorphism $H^\infty(\mathbb{D}^n) \overset{\Phi}{\to} \mathfrak{A}_S$ is the adjoint of an isometric isomorphism

$$Q = L^1(\mathbb{D}^n)/\text{ker} H^\infty(\mathbb{D}^n) \overset{\Phi^*}{\leftarrow} Q(S).$$

For $x$ and $y$ in $H$, we regard the $w^*$-continuous linear functional

$$x \otimes y : H^\infty(\mathbb{D}^n) \to \mathbb{C}, \quad f \mapsto \langle \Phi(f)x, y \rangle$$

as an element in the predual $Q$ of $H^\infty(\mathbb{D}^n)$. Obviously we have

$$\Phi_*(x \otimes y) = x \otimes y \quad (x, y \in H).$$

It is well known that each subnormal tuple $S \in L(H)^n$ with $\sigma(S) \subset \overline{\mathbb{D}}^n$ possesses a unitary dilation (even a regular unitary dilation in the sense of [21]). Indeed, let as before $N \in L(K)^n$ be the minimal normal extension of $S$ with associated functional calculus

$$\Psi : L^\infty(\mu) \to L(K).$$

For each multiindex $j = (j_1, \ldots, j_n) \in \{0, 1\}^n$ and each vector $x \in H$, we obtain

$$\sum_{0 \leq \alpha \leq j} (-1)^{\alpha j} \langle S^{\alpha} S^{\alpha} x, x \rangle = \langle \sum_{0 \leq \alpha \leq j} (-1)^{\alpha j} N^{\alpha} N^{\alpha} x, x \rangle = \langle \Psi(f_j)x, x \rangle \geq 0,$$

where $f_j \in L^\infty(\mu)$ is the non-negative function defined by

$$f_j(z) = (1 - |z_1|^2)^{j_1} \cdots (1 - |z_n|^2)^{j_n}.$$

The validity of the above positivity conditions implies the existence of a regular unitary dilation for $S$ (see Theorem 1.9.1 in [21]).

Lemma 3.2 implies that each subnormal tuple $S \in L(H)^n$ with $w^*$-continuous isometric $H^\infty$-functional calculus $\Phi : H^\infty(\mathbb{D}^n) \to L(H)$ possesses the almost factorization property as defined in [12] (Definition 2.5). More precisely, we have the following result.

**Corollary 3.3** For each element $L \in Q$ and each real number $\varepsilon > 0$, there are vectors $x, y \in H$ with $\|x\|, \|y\| \leq \|L\|^{1/2}$ and

$$\|L - x \otimes y\| < \varepsilon.$$

Let $S \in L(H)^n$ be a subnormal tuple with $\sigma(S) \subset \overline{\mathbb{D}}^n$. Suppose that $S$ is completely non-unitary, that is, there is no non-zero reducing subspace $M$ for $S$ such that $S|M$ is a commuting tuple of unitary operators. An elementary argument (Lemma 2.1 in [12]) shows that in this case the product $S_1 \cdots S_n \in L(H)$ is a completely non-unitary subnormal contraction on $H$. Hence (cf. for instance Corollary 2.4 in [10]) it follows that

$$\lim_{k \to \infty} S^{*k}x = 0 \quad (x \in H).$$
For $\lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{D}^n$, let $\varphi_\lambda : \mathbb{D}^n \to \mathbb{D}^n$ be the biholomorphic map defined by

$$\varphi_\lambda(z_1, \ldots, z_n) = \left(\frac{z_i - \lambda_i}{1 - \lambda_i z_i}\right)_{i=1}^n.$$  

This mapping extends to a holomorphic $\mathbb{C}^n$-valued function on a neighbourhood of $\overline{\mathbb{D}}^n$ which induces a homeomorphism $\overline{\mathbb{D}}^n \to \overline{\mathbb{D}}^n$. For each $\lambda \in \mathbb{D}^n$, the tuple $S_\lambda = \varphi_\lambda(S)$ is again a completely non-unitary subnormal system with $\sigma(S_\lambda) \subset \overline{\mathbb{D}}^n$. Therefore

$$\lim_{k \to \infty} (S_\lambda)^* k x = 0$$

for all $x \in H$ and $\lambda \in \mathbb{D}^n$.

As an application of the results from [12] it follows that the dual algebra generated by a completely non-unitary subnormal tuple $S \in L(H)^n$ with an isometric $w^*$-continuous $H^\infty(\mathbb{D}^n)$-functional calculus possesses the factorization property $(A_1, \kappa_0)$. More precisely, we obtain the following result.

**Theorem 3.4** Let $S \in L(H)^n$ be a completely non-unitary subnormal tuple with an isometric $w^*$-continuous $H^\infty$-functional calculus $\Phi : H^\infty(\mathbb{D}^n) \to L(H)$. For each $\varepsilon > 0$, there is a constant $C = C(\varepsilon) > 0$ such that, for each sequence $(L_k)_{k \geq 1}$ in $Q$ and each vector $a \in H$, there are elements $x, y_k \in H$ ($k \geq 1$) with $\|x - a\| < \varepsilon$ and

$$L_k = x \otimes y_k, \quad \|y_k\| \leq Ck^2 \|L_k\| \quad (k \geq 1).$$

**Proof.** By Corollary 3.3 the tuple $S$ possesses the almost factorization property in the sense of [12]. Since $S$ is completely non-unitary, we have

$$\lim_{k \to \infty} (S_\lambda)^* k x = 0 \quad (x \in H, \lambda \in \mathbb{D}^n).$$

It follows from Proposition 2.6 and Corollary 3.5 from [12] (with $\theta = 0$ and $\gamma = 1$) that the assertion holds with a constant of the form $C(\varepsilon) = C/\varepsilon$, where $C > 0$ is a suitable universal constant. 

For our reflexivity proof we need the following $A_1$-factorization result with additional control on the factors.

**Theorem 3.5** Let $S \in L(H)^n$ be a completely non-unitary subnormal tuple with an isometric $w^*$-continuous $H^\infty$-functional calculus $\Phi : H^\infty(\mathbb{D}^n) \to L(H)$. Let $L \in Q$ be a given functional. Then, for any vectors $u, v \in H$, there are vectors $u', v' \in H$ with $L = u' \otimes v'$ and

$$\|u' - u\| \leq 4 \|L - u \otimes v\|^{1/2}, \quad \|v'\| \leq 4 (\|v\| + \|L - u \otimes v\|^{1/2}).$$
Proof. Let us fix a co–isometric extension $C \in L(S \oplus \mathcal{R})^n$ of $S$ as explained in Section 2 or Section 3 of [12].

Suppose that $L \in Q$ and $u, v \in H$ are given with $v = w \oplus b$ ($w \in S, b \in \mathcal{R}$). Since $S$ possesses the almost factorization property, Proposition 2.6 and Corollary 3.3 from [12] (with $\theta = 0, \gamma = 1, \text{and } N = 1$) allow us to choose vectors $u' \in H$ and $w' \in S, b' \in \mathcal{R}$ such that $L = u' \otimes (w' + b')$ and

\[
\begin{align*}
|u' - u| &\leq 4|L - u \otimes v|^{1/2}, \\
|w' - w| &\leq 2|L - u \otimes v|^{1/2}, \\
|b'| &\leq 2(|b| + |L - u \otimes v|^{1/2}).
\end{align*}
\]

To conclude the proof it suffices to define $v' = P(w' \oplus b')$, where $P$ is the orthogonal projection from $S \oplus \mathcal{R}$ onto $H$, and to observe that the estimate

\[
|v'| \leq |w'| + |b'| \leq |w| + 2|b| + 4|L - u \otimes v|^{1/2}
\]

\[
\leq 2\sqrt{2}|v| + 4|L - u \otimes v|^{1/2}
\]

holds.

\[\square\]

4. Reflexivity

Let $S \in L(H)^n$ be a subnormal tuple on a Hilbert space $H$. We denote by Alg Lat$(S)$ the subalgebra of $L(H)$ consisting of all operators $C \in L(H)$ with $\text{Lat}(C) \supset \text{Lat}(S)$. We show that $S$ is reflexive, that is, Alg Lat$(S)$ coincides with the WOT-closed unital subalgebra of $L(H)$ generated by $S$, whenever $S$ is completely non-unitary and possesses an isometric $w^*$-continuous $H^\infty$-functional calculus over $\mathcal{D}^n$.

Proposition 4.1 Let $S \in L(H)^n$ be a completely non-unitary subnormal tuple with an isometric $H^\infty$-functional calculus $\Phi : H^\infty(\mathcal{D}^n) \rightarrow L(H)$. Then, for any $\varepsilon > 0$ and any vector $a \in H$, there are vectors $x, y^{(k)} \in H$ ($k \in \mathbb{N}^n$) with $\|x - a\| < \varepsilon$ and

\[x \otimes y^{(k)} = \mathcal{E}^{(k)} \quad (k \in \mathbb{N}^n)\]

and such that the power series

\[f(\lambda) = \sum_{k \in \mathbb{N}^n} y^{(k)} \lambda^k\]

converges on $\mathcal{D}^n$.

Proof. Choose an enumeration $(L_k)_{k \geq 1}$ of the set

\[\{\mathcal{E}^{(j)} ; j \in \mathbb{N}^n\}\]
such that, for $j, i \in \mathbb{N}^n$, with $|j| \leq |i|$, the functional $\mathcal{E}^{(j)}$ occurs in the sequence $(L_k)_{k \geq 1}$ before the functional $\mathcal{E}^{(i)}$. A very rough estimate shows that, for $i \geq 0$, each functional 

$$\mathcal{E}^{(j)} \quad (|j| = i)$$

occurs in the sequence $(L_k)_{k \geq 1}$ with an index $k \leq (i + 1)^n$. Since these functionals belong to the closed unit ball of $Q$ (Theorem 2.2.7 in [16]), Theorem 3.4 allows us to choose vectors $x, y^{(j)} \in H \ (j \in \mathbb{N}^n)$ with $\|x - a\| < \varepsilon$ and 

$$\mathcal{E}^{(j)} = x \otimes y^{(j)} \quad (j \in \mathbb{N}^n)$$

and such that with a suitable constant $C > 0$ (independent of $j$) 

$$\|y_j\| \leq C(|j| + 1)^{2n} \quad (j \in \mathbb{N}^n).$$

But then the power series $f(\lambda) = \sum_{j \in \mathbb{N}^n} y_j \lambda^j$ converges on the unit polydisc $\mathbb{D}^n$. \qed

With the notations from Proposition 4.1 (and with $S, x, y^{(k)}$ as explained there) define 

$$M = M_x = \bigvee_{k \in \mathbb{N}^n} S^k x \in \text{Lat}(S)$$

and $\tilde{y}^{(k)} = P_x y^{(k)}$, where $P_x$ is the orthogonal projection from $H$ onto $M_x$. Then 

$$e : \mathbb{D}^n \rightarrow M, \quad e(\lambda) = \sum_{k \in \mathbb{N}^n} \tilde{y}^{(k)} \lambda^k$$

is a conjugate analytic function such that, for $\lambda \in \mathbb{D}^n$ and $f \in H^\infty(\mathbb{D}^n)$, 

$$\langle x \otimes e(\lambda), f \rangle = \sum_{k \in \mathbb{N}^n} \langle x \otimes \tilde{y}^{(k)}, f \rangle \lambda^k = f(\lambda).$$

We conclude that 

$$x \otimes e(\lambda) = E_\lambda \quad (\lambda \in \mathbb{D}^n).$$

Since, for all $f \in H^\infty(\mathbb{D}^n)$, $\lambda \in \mathbb{D}^n$, and $i = 1, \ldots, n$, 

$$\langle \Phi(f)x, (\lambda_i - S_i|M)^*e(\lambda) \rangle = \langle \Phi((\lambda_i - z_i)f)x, e(\lambda) \rangle = 0,$$

it follows that 

$$(\lambda_i - S_i|M)^*e(\lambda) = 0 \quad (\lambda \in \mathbb{D}^n, \ i = 1, \ldots, n).$$

As in [11], or in corresponding one–dimensional situations, the reflexivity proof is based on the notion of analytic invariant subspaces.
Definition 4.2 Let $T \in L(H)^n$ be a commuting tuple of contractions. A space $M$ in $\text{Lat}(T)$ is an analytic invariant subspace for $T$ if there is a non-zero conjugate analytic function $e : \mathbb{D}^n \to M$ such that $(\lambda_i - T_i|M)^*e(\lambda) = 0$ for $\lambda \in \mathbb{D}^n$ and $i = 1, \ldots, n$.

Let $T \in L(H)^n$ be a commuting tuple of contractions. For $x \in H$, we denote by $M_x$ the smallest closed invariant subspace for $T$ containing $x$ and by $P_x$ the orthogonal projection from $H$ onto $M_x$. Following ideas of Chevreau [6] it was shown in [11] that, if $M_x$ is an analytic invariant subspace for $T$ via the conjugate analytic function $e : \mathbb{D}^n \to M_x$, then the zero set of the function $e$ coincides with the set

$$Z(x) = \{ \lambda \in \mathbb{D}^n ; \langle x, e(\lambda) \rangle = 0 \}$$

and the function

$$\mathbb{D}^n \setminus Z(x) \to M_x, \quad \lambda \mapsto e(\lambda)/\langle e(\lambda), x \rangle$$

extends to a conjugate analytic function $k : \mathbb{D}^n \to M_x$. Furthermore, $k : \mathbb{D}^n \to M_x$ is the unique conjugate analytic function with $\langle x, k(\lambda) \rangle = 1$ for all $\lambda \in \mathbb{D}^n$ and

$$k(\lambda) \in \text{Ker}(\lambda_i - T_i|M_x)^* \quad (\lambda \in \mathbb{D}^n, i = 1, \ldots, n).$$

If $T$ possesses a $w^*$-continuous $H^\infty$-functional calculus $\Phi : H^\infty(\mathbb{D}^n) \to L(H)$, then $k : \mathbb{D}^n \to M_x$ is the unique conjugate analytic function with $x \otimes k(\lambda) = \Phi(\lambda)$ for all $\lambda \in \mathbb{D}^n$.

Let us return to the case that $T = S \in L(H)^n$ is a completely non-unitary subnormal tuple with an isometric $w^*$-continuous functional calculus $\Phi : H^\infty(\mathbb{D}^n) \to L(H)$. It follows from Proposition 4.1 and the remarks following its proof that

$$\mathcal{C} = \{ x \in H ; M_x \text{ is an analytic invariant subspace for } T \}$$

is a dense subset of $H$.

Let $x \in \mathcal{C}$ and let $k : \mathbb{D}^n \to M_x$ be the unique conjugate analytic function with

$$x \otimes k(\lambda) = \Phi(\lambda) \quad (\lambda \in \mathbb{D}^n).$$

If $C \in \text{Alg Lat}(S)$, then $(C|M_x)^* \in \text{Alg Lat}((S|M_x)^*)$, and hence there are unique complex numbers $g(\lambda) (\lambda \in \mathbb{D}^n)$ such that

$$(C|M_x)^*k(\lambda) = \overline{g(\lambda)}k(\lambda) \quad (\lambda \in \mathbb{D}^n).$$

For $u \in M_x$ and $\lambda \in \mathbb{D}^n$,

$$\langle Cu, k(\lambda) \rangle = \langle u, (C|M_x)^*k(\lambda) \rangle = g(\lambda)\langle u, k(\lambda) \rangle.$$

The induced map

$$\Psi = \Psi_x : \text{Alg Lat}(S) \to H^\infty(\mathbb{D}^n), \quad C \mapsto g \text{ (defined as above)}$$
is a contractive unital algebra homomorphism with $\Psi(S_i) = z_i$ for $i = 1, \ldots, n$.

Now the reflexivity of $S$ can be shown exactly as in the case of the unit ball studied in [11].

**Proposition 4.3** Let $S \in L(H)^n$ be a completely non-unitary subnormal tuple with an isometric $w^*$-continuous $H^\infty$-functional calculus $\Phi : H^\infty(\mathbb{D}^n) \to L(H)$. Let $x \in C$ and let $C \in \text{AlgLat}(S)$. Then $g = \Psi_x(C)$ is the unique function in $H^\infty(\mathbb{D}^n)$ with

$$\Phi(g)\mid_{M_x} = C\mid_{M_x}.$$**

**Proof.** Let us define $M = M_x$. Since $\sigma(S\mid M) = \mathbb{D}^n$, the restriction of $\Phi$ to $M$ gives an isometric $w^*$-continuous $H^\infty$-functional calculus for $S\mid M$. Hence the uniqueness part of the assertion is obvious.

Denote by $k : \mathbb{D}^n \to M$ the unique conjugate analytic function with

$$x \otimes k(\lambda) = E_\lambda \quad (\lambda \in \mathbb{D}^n)$$

and define $N = \{u \in M; \langle u, k(\lambda) \rangle = 0 \text{ for all } \lambda \in \mathbb{D}^n \}$. To complete the proof it suffices to show that

$$\langle \Phi(g)u, v \rangle = \langle Cu, v \rangle \quad (u \in M \setminus N, v \in M).$$

For $u \in M \setminus N$ and $v \in M$ with $u \otimes v \in \mathcal{E} = LH\{E_\lambda; \lambda \in \mathbb{D}^n \}$, the proof follows exactly as in the case of the ball (see the proof of Proposition 3.6 from [11]). Fix $u$ in $M \setminus N$ and $v$ in $M$ with $L = u \otimes v \notin \mathcal{E}$. Choose a sequence $(L_k)_{k \geq 1} \in \mathcal{E}$ with $(L_k) \xrightarrow{k\to\infty} L$. Since $S\mid M$ is again a completely non-unitary subnormal tuple with isometric $w^*$-continuous $H^\infty(\mathbb{D}^n)$-functional calculus, Theorem 3.5 allows us to choose sequences $(u_k)_{k \geq 1}$ and $(v_k)_{k \geq 1}$ in $M$ with $L_k = u_k \otimes v_k$ and

$$\|u_k - u\| \leq 4d_k^{1/2}, \quad \|v_k\| \leq 4(\|v\| + d_k^{1/2})$$

for all $k \geq 1$. Here $d_k = \|L_k - u \otimes v\|$. After passing to suitable subsequences we may suppose that $(u_k)_{k \geq 1}$ converges weakly to a vector $w \in M$ and that $v_k \notin N$ for all $k \geq 1$. But then

$$\langle Cu, w \rangle = \lim_{k \to \infty} \langle Cu_k, v_k \rangle = \lim_{k \to \infty} \langle \Phi(g)u_k, v_k \rangle = \langle \Phi(g)u, v \rangle.$$ 

Since, for all $f \in H^\infty(\mathbb{D}^n)$,

$$u \otimes w(f) = \lim_{k \to \infty} \langle \Phi(f)u_k, v_k \rangle = u \otimes v(f),$$

it follows that $\langle Cu, v \rangle = \langle Cu, w \rangle$, and the proof is complete. □
Let \( S \in L(H)^n \) be a completely non-unitary subnormal tuple with an isometric \( w^* \)-continuous \( H^\infty \)-functional calculus over \( \mathbb{D}^n \). Let \( C \in \text{Alg Lat}(S) \). By Proposition 4.3, for each vector \( x \in C \), there is a unique function \( g_x \) in \( H^\infty(\mathbb{D}^n) \) with \( C|_{M_x} = \Phi(g_x)|_{M_x} \). Since \( C \) is dense in \( H \), the reflexivity of \( S \) is proved if we can show that \( g_x = g_y \) for all \( x, y \in C \). This can be shown as in the case of the ball (see the proof of Theorem 3.7 from [11]).

**Corollary 4.4** Each completely non-unitary subnormal tuple \( S \in L(H)^n \) with an isometric \( w^* \)-continuous \( H^\infty \)-functional calculus \( \Phi : H^\infty(\mathbb{D}^n) \to L(H) \) is reflexive.

**Proof.** For the convenience of the reader we sketch the main ideas.

Fix an operator \( C \in \text{Alg Lat}(S) \). For each \( x \in C \), let \( g_x \in H^\infty(\mathbb{D}^n) \) be the unique function in \( H^\infty(\mathbb{D}^n) \) with \( (g_x)_M = C|_M \). Since \( C|_M \) is isometric, it follows that \( \|g_x\| \leq \|C\| \).

Let \( x \in H \) be arbitrary. Choose a sequence \( (x_k)_{k \geq 1} \) in \( C \) with \( x = \lim_{k \to \infty} x_k \) such that the associated sequence \( (g_{x_k})_{k \geq 1} \) has a \( w^* \)-limit \( g \) in \( H^\infty(\mathbb{D}^n) \). Since, for all \( y \in H \),

\[
(\Phi(g)x, y) = \lim_{k \to \infty} (\Phi(g_{x_k})x_k, y) = (Cx, y),
\]

it follows that \( \Phi(g)x = Cx \).

Let \( x, y \in C \) be arbitrary. To show that \( g_x = g_y \), choose a function \( h \in H^\infty(\mathbb{D}^n) \) with \( \Phi(h)(x + y) = C(x + y) \) and observe that \( \Phi(g_x - h)x = \Phi(h - g_y)y \). Since the representations \( \Phi|_{M_x} \) and \( \Phi|_{M_y} \) are isometric, we are allowed to assume that \( g_x \neq h \) and that \( g_y \neq h \). By Lemma 3.5 in [11] the vector \( u = \Phi(g_x - h)x \) belongs to \( C \). Because \( M_y \subset M_x \) the uniqueness part of Proposition 4.3 implies that \( g_x = g_y \). In exactly the same way one obtains that \( g_y = g_u \). Thus the proof is complete.

Recall that a reflexive subalgebra \( L \subset L(H) \) is called super-reflexive if each WOT-closed subalgebra \( L_0 \) of \( L \) containing the identity operator is reflexive ([15]). Obviously, each super-reflexive subalgebra of \( L(H) \) consists entirely of reflexive operators.

**Corollary 4.5** Let \( S \in L(H)^n \) be a completely non-unitary subnormal tuple with an isometric \( w^* \)-continuous \( H^\infty \)-functional calculus \( \Phi : H^\infty(\mathbb{D}^n) \to L(H) \). Then the algebra \( \mathfrak{A}_S = \Phi(H^\infty(\mathbb{D}^n)) \) is super-reflexive.

**Proof.** By Corollary 4.4 the algebra \( \mathfrak{A}_S \) is reflexive. According to Theorem 2.3 of [19] it suffices to show that, for each WOT-continuous linear functional \( u \) on \( \mathfrak{A}_S \), there are vectors \( x, y \in H \) with \( u(T) = (Tx, y) \) for all \( T \in \mathfrak{A}_S \). But this is obvious, since \( \mathfrak{A}_S \) has
the factorization property \((A_1)\).

Since each completely non-unitary subnormal contraction on a Hilbert space is of class \(C_0\), results of Apostol ([1]) on \(H^\infty\)-functional calculi of polynomially bounded \(n\)-tuples imply that each commuting tuple \(S \in L(H)^n\) of completely non-unitary subnormal contractions possesses a \(w^*\)-continuous \(H^\infty\)-functional calculus \(\Phi : H^\infty(\mathbb{D}^n) \to L(H)\). Thus the preceding corollaries apply to this case.

**Corollary 4.6** Let \(S \in L(H)^n\) be a commuting tuple of completely non-unitary subnormal operators with \(\sigma(S) \subset \overline{\mathbb{D}}^n\) and such that \(\sigma(S)\) is dominating in \(\mathbb{D}^n\). Then \(S\) is reflexive and, moreover, the algebra \(\mathfrak{A}_S\) is super-reflexive.

**Proof.** The remarks preceding the corollary imply that \(S\) has a \(w^*\)-continuous \(H^\infty\)-functional calculus \(\Phi : H^\infty(\mathbb{D}^n) \to L(H)\). Since \(\sigma(S)\) is assumed to be dominating in \(\mathbb{D}^n\) and since \(f(\sigma(S) \cap \mathbb{D}^n) \subset \sigma(\Phi(f))\) for each function \(f \in H^\infty(\mathbb{D}^n)\), the representation \(\Phi\) is isometric. Thus the assertion follows as an application of Corollary 4.5.

The analogue of Corollary 4.4 on the unit ball is valid without the hypothesis that \(S\) is completely non-unitary (see Theorem 3.7 in [11]). We expect that the same improvement is possible in the case of the unit polydisc. But an additional idea seems to be necessary to answer this question. A similar remark applies to Corollary 4.6.
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Abstract
An example of an algebraic surface in $\mathbb{C}^3$ is given which satisfies the local radial Phragmén-Lindelöf condition $RPL_{loc}(0)$ but which fails a certain hyperbolicity condition. This provides a counterexample to the converse of a result by the present authors.

Introduction. Conditions of Phragmén-Lindelöf type for plurisubharmonic functions on algebraic varieties play an important role in the theory of linear partial differential operators with constant coefficients. The first result which demonstrated this fact was Hörmander's characterization of the operators $P(D)$ which are surjective on the space $\mathcal{A}(\Omega)$ of all real-analytic functions on an open convex subset $\Omega$ of $\mathbb{R}^n$ in [10]. Since then, it was shown in a number of papers that similar Phragmén-Lindelöf conditions on algebraic varieties can be used to characterize other properties of (systems of) such operators (see, e.g., Boiti and Nacinovich [2], Braun, Meise, and Vogt [7], Franken and Meise [9], Meise, Taylor, and Vogt [11], Momm [13], Palamodov [14], Zampieri [16]).

In most cases where Phragmén-Lindelöf conditions can be proved, this is accomplished by proving radial estimates first. Moreover, such radial estimates are often used as a priori estimates which are then improved by different arguments. Recently the present authors showed in [5] that a geometric condition on an analytic variety $V$ near a real point $\xi$ implies that $V$ satisfies the condition $RPL_{loc}(\xi)$ which means that any plurisubharmonic function $u$ on the variety that vanishes on its real points can grow only linearly, $u(z) = O(|z - \xi|)$, near $\xi$. The precise formulation of this result is stated in Theorem 1. It is applied in [6] to characterize those surfaces in $\mathbb{C}^4$ that satisfy the local Phragmén-Lindelöf condition and leads to a new geometric characterization of those operators $P(D)$ that are surjective on $\mathcal{A}(\mathbb{R}^4)$.
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In the present paper we show that this geometric condition in Theorem 1 is only sufficient but not necessary. To do this we prove that the variety
\[ V := \{ (s, w_1, w_2) \in \mathbb{C}^3 : (s^2 - w_1^2)^2 = w_2(w_1^4 - w_2^4) \} \]
satisfies the condition \( RPL_{loc}(\xi) \) at \( \xi = (0, 0, 0) \) but does not satisfy the geometric condition stated in Theorem 1. This example is close in spirit to the work of Bainbridge [1] concerning the global radial Phragmén-Lindelöf condition (SRPL) introduced in [3]. In [3], Theorem 5.1, a sufficient condition for (SRPL) was derived which is similar in style to the characterization in Theorem 1. Bainbridge presented an example which showed that the sufficient condition in that Theorem is not necessary. The general idea in both cases is to replace the given variety by another one with which it shares essential properties when seen as an analytic cover.

To formulate the results clearly, we need some preparation:

**Notation.** Throughout the paper, \(||\cdot||\) denotes the Euclidean norm on \( \mathbb{C}^n \) while \( \|\cdot\| \) denotes the \( l_{\infty} \)-norm, i.e., \( \|z\| := \max_{1 \leq j \leq n} |z_j| \). For \( a \in \mathbb{C}^n \) and \( r > 0 \) we let
\[ B(a, r) := \{ z \in \mathbb{C}^n : \|z - a\| < r \}, \]
and we denote by \( \mathbb{D} \) the open unit disk in \( \mathbb{C} \). Also, for a real direction \( \zeta \in \mathbb{R}^n, \zeta \neq 0, \epsilon > 0 \), and a zero neighborhood \( D \subset B(0, \|\zeta\|) \) we define the truncated cone \( \Gamma(\zeta, D, \epsilon) \) with profile \( D \) by
\[ \Gamma(\zeta, D, \epsilon) := \bigcup_{0 < \epsilon < r} t(\zeta + D). \]

**Definition.** (a) An analytic variety \( V \) in an open set \( G \) in \( \mathbb{C}^n \) is defined to be a closed analytic subset of \( G \) (see Chirka [8], 2.1).

(b) Let \( V \) be an analytic variety in some open set in \( \mathbb{C}^n \) and let \( \Omega \) be an open subset of \( V \). A function \( u : \Omega \rightarrow [-\infty, \infty] \) is called plurisubharmonic if it is locally bounded above, plurisubharmonic in the usual sense on \( \Omega_{reg} \), the set of all regular points of \( V \) in \( \Omega \), and satisfies
\[ u(z) = \limsup_{\zeta \in \Omega_{reg}, \zeta \to z} u(\zeta) \]
at the singular points of \( V \) in \( \Omega \). By \( \text{PSH}(\Omega) \) we denote the set of all plurisubharmonic functions on \( \Omega \).

It is easy to check that the following definition is equivalent to the one given in Meise, Taylor, and Vogt [12], 2.3 (see Lemma 7 in [5]).

**Definition.** Let \( V \) be an analytic variety in some ball \( B(\xi, r) \) for \( \xi \in V \cap \mathbb{R}^n \) and \( r > 0 \). We say that \( V \) satisfies the condition \( RPL_{loc}(\xi) \) if the following holds:

There exist \( A > 0 \) and \( 0 < r_2 \leq r_1 \leq r \) such that each plurisubharmonic function \( u \) on \( V \cap B(\xi, r_1) \) which satisfies
\[ (\alpha) \quad u(z) \leq 1, \quad z \in V \cap B(\xi, r_1) \]
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\((\beta)\) \(u(z) \leq 0, \quad z \in V \cap B(\xi, r_2) \cap \mathbb{R}^n\)

already satisfies

\((\gamma)\) \(u(z) \leq A|z - \xi|, \quad z \in V \cap B(\xi, r_1)\).

**Definition.** Let \(V \subset \mathbb{C}^n\) be an analytic variety in some ball \(B(p, r), p \in V, r > 0\). Let \(T_pV\) denote the tangent cone to \(V\) at \(p\) in the sense of Whitney [15], 7.1G. To describe \(T_pV\) in an equivalent way, let \(f\) be analytic in some neighborhood of a point \(p\). Then the localization \(f_p\) of \(f\) at the point \(p\) is defined as the lowest degree homogeneous polynomial in the Taylor series expansion of \(f\) at \(p\) which does not vanish. With this notation we have

\[ T_pV = \{ z \in \mathbb{C}^n : f_p(z) = 0 \text{ for all } f, \text{ analytic near } p \text{ and vanishing on } V \}. \tag{1} \]

by Whitney [15], 7.4D.

**Definition.** (a) Let \(V\) be an analytic variety in \(\mathbb{C}^n\) of pure dimension \(k \geq 1\), \(p \in V\), and \(\pi : \mathbb{C}^n \to \mathbb{C}^n\) a projection map. We say that \(\pi\) is a noncharacteristic projection for \(V\) at \(p\) if \(\text{im } \pi \cap \ker \pi\) are spanned by real vectors, \(\text{rank } \pi = k\), and \(T_pV \cap \ker \pi = \{0\}\).

(b) Let \(V\) be an analytic variety in some open set in \(\mathbb{C}^n\) and \(p \in V \cap \mathbb{R}^n\). \(V\) is said to be 1-hyperbolic at \(p\) with respect to \(\xi \in T_pV \cap \mathbb{R}^n, \xi \neq 0\), if there exist a cone \(\Gamma = \Gamma(\xi, D, \epsilon)\) and a noncharacteristic projection \(\pi\) for \(V\) at \(p\) such that \(\pi : (V - p) \cap \Gamma \to \pi((V - p) \cap \Gamma)\) is proper and \(z \in (V - p) \cap \Gamma\) is real whenever \(\pi(z)\) is real.

The expression “1-hyperbolic” stems from our paper [6], where the more general concept of “\(d\)-hyperbolicity” is used.

In [5], the following theorem was proved, which was used as an essential tool in [6] to characterize when an analytic surface \(V\) in \(\mathbb{C}^4\) satisfies the condition \(\text{PL}_{\text{lin}}(\xi)\) for \(\xi \in V \cap \mathbb{R}^4\).

**Theorem 1** Let \(V\) be an analytic variety of pure dimension \(k \geq 1\) in some ball \(B(\xi, r)\) in \(\mathbb{C}^n\), where \(\xi \in V \cap \mathbb{R}^n\). Assume that for each irreducible component \(W\) of \(T_\xi V\) there is \(\eta \in W \cap \mathbb{R}^n\) such that \(V\) is 1-hyperbolic at \(\xi\) with respect to \(\eta\) and to \(-\eta\). Then \(V\) satisfies \(\text{RPL}_{\text{lin}}(\xi)\).

The aim of the present paper is to present an example which shows that the sufficient condition in Theorem 1 is not necessary. This example is a modification of the one which was constructed by Bainbridge [1] to show that the sufficient condition for the property (SRPL) in [3] is not necessary.

**Example 2** Define the algebraic variety \(V\) as

\[ V := \{(s, w_1, w_2) \in \mathbb{C}^4 : (s^2 - w_1^2)^2 = w_2(w_1^4 - w_2^4)\}. \]

Then the following assertions hold:

(a) \(V\) satisfies \(\text{RPL}_{\text{lin}}(0)\).
(b) There is no $\xi \in T_0 V \cap \mathbb{R}^3$, $\xi \neq 0$, such that $V$ is 1-hyperbolic at the origin with respect to both $\xi$ and to $-\xi$.

The statements in Example 2 will be a consequence of several lemmas. We begin with the following one:

**Lemma 3** For the variety $V$ defined in Example 2, let $\pi : V \to \mathbb{C}^2$, $\pi(s, w) := w$, and

$$E := \{x \in [-1, 1]^2 : \pi^{-1}(x) \subset \mathbb{R}^3\}.$$  

Then $E = E_1 \cup E_2$, where

$$E_1 := \{x \in \mathbb{R}^2 : x_2 \geq 0 \text{ and } |x_1| \leq |x_2| \leq 1\}$$

and

$$E_2 := \{x \in \mathbb{R}^2 : x_2 \leq 0 \text{ and } \left(\frac{|x_2|^2}{|x_1|^2 + |x_2|}\right)^{1/4} \leq |x_1| \leq |x_2| \leq 1\}.$$  

**Proof.** $E \subset E_1 \cup E_2$: If $x \in E$ then $x \in [-1, 1]^2$ and for each $s \in \mathbb{C}$ satisfying $(s, x) \in V$ we have $s \in \mathbb{R}$ and consequently

$$x_2(x_1^4 - x_2^4) = (s^2 - x_1^4)^2 \geq 0.$$  

If $x_2 \geq 0$ this implies $|x_2| \leq |x_1|$, hence $x \in E_1$.

If $x_2 \leq 0$ we get $|x_1| \leq |x_2|$ and $s^2 = x_1^4 \pm \sqrt{x_2(x_1^4 - x_2^4)}$. Since the latter equation has only real roots $s$, we must have $x_2^2 \geq \sqrt{x_2(x_1^4 - x_2^4)}$ and consequently

$$|x_1|^4 = x_1^4 \geq x_2(x_1^4 - x_2^4) = -x_2(1 - |x_1|^4 - |x_2|^4).$$  

This implies

$$|x_1|^4(1 + |x_2|) \geq |x_2|^5,$$  

hence $x \in E_2$.

$E_1 \cup E_2 \subset E$: If $x \in E_1$ then $x_2 \geq 0$ and $x_2^4 \leq x_1^4$. This implies $x_2(x_1^4 - x_2^4) \geq 0$. Since $0 \leq x_2 \leq |x_1| \leq 1$, we have for $x_2 > 0$

$$1 - \left(\frac{x_2}{x_1}\right)^4 \leq 1 \leq \frac{1}{x_2} \text{ and hence } x_2(x_1^4 - x_2^4) \leq x_1^4.$$  

even for $x_2 = 0$. Thus $x_1^4 \pm \sqrt{x_2(x_1^4 - x_2^4)} \geq 0$. Therefore, all roots of the equation

$$(s^2 - x_1^4)^2 = x_2(x_1^4 - x_2^4)$$  

are real, i.e., $x \in E$.

If $x \in E_2$ then

$$-x_2^5 = |x_2|^5 \leq |x_1|^4(1 + |x_2|) = x_1^4(1 - x_2)$$  

and consequently $0 \leq x_2(x_1^4 - x_2^4) \leq x_1^4$. As before, this implies $x \in E$. \hfill \Box
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The following lemma is an easy exercise in calculus.

**Lemma 4** If the real numbers $a, b$ satisfy $|a| > (\sqrt{3}/\sqrt{2})|b|^{2/3}$ then the equation $t^3 - ta^2 + b^2 = 0$ has three different real solutions.

**Lemma 5** For each $\alpha \in [0, 1]$ there exists $C \geq 1$ such that each function $\varphi : \mathbb{D} \to [-\infty, \infty]$ which is subharmonic on $\mathbb{D}$ and satisfies

(a) $\varphi(z) \leq 1$ for all $z \in \mathbb{D}$.

(b) $\varphi(x) \leq |x|^\alpha, x \in [-1, 1]$.

already satisfies

$$\varphi(z) \leq C|z|^\alpha, \ z \in \mathbb{D}.$$  

**Proof.** Fix $\alpha \in [0, 1]$ and denote by $z \mapsto z^n$ the function which is holomorphic on $\mathbb{C} \setminus [-\infty, 0]$ and positive when $z > 0$. This means $(re^{it})^n = r^n e^{in \theta}$ for $r > 0$ and $-\pi < t < \pi$. Since $0 < \alpha < 1$ we have

$$\min\{\cos((t - \pi/2)a) : 0 \leq t \leq \pi\} = \cos\left(\frac{\alpha \pi}{2}\right) > 0.$$  

Now let $A := 1/\cos\left(\frac{\alpha \pi}{2}\right)$ and define $h(z) := A \Re((-iz)^n)$ for $z \in \mathbb{C}, \Im z > 0$. Then $h$ is harmonic in $\mathbb{D}_+ := \{ z \in \mathbb{D} : \Im z > 0 \}$ and extends continuously to $\overline{\mathbb{D}}_+$. The definition of $h$ and the hypotheses on $\varphi$ imply

$$h(e^{it}) \geq 1 \text{ for } t \in [0, \pi] \text{ and } h(x) \geq A|x|^n \cos\left(\frac{\alpha \pi}{2}\right) = |x|^n \geq \varphi(x), \ x \in [-1, 1].$$  

Since $\varphi$ is subharmonic on $\mathbb{D}_+$, these estimates imply

$$\varphi(z) \leq h(z) \leq A|z|^\alpha, \ z \in \mathbb{D}_+,$$

from which the lemma follows. \qed

**Definition.** Let $E$ be a compact subset of $\mathbb{R}^2$ and let $r > 0$ be given. Then the local extremal function $\Lambda_E(\cdot; r)$ of $E$ relative to $B(0, r) \subset \mathbb{C}^2$ is defined as

$$\Lambda_E(w; r) := \sup\{w(u) : u \in \text{PSH}(B(0, r)), u \leq 1, u|_{E \cap B(0, r)} \leq 0\}, \ w \in B(0, r).$$

Now we are prepared for the proof of the following lemma which we will use to show the first assertion in Example 2.

**Lemma 6** For the set $E$ defined in Lemma 3 and $0 < r < 1/2$ there exist $C > 0$ and $0 < \delta \leq r$ such that

$$\Lambda_E(w; r) \leq C\|w\| \text{ for all } w \in B(0, \delta).$$
Proof. Fix \( 0 < r < \frac{1}{2} \) and \( u \in \text{PSH}(B(0, r)) \) satisfying
\[
u \leq 1 \text{ on } B(0, r) \text{ and } u \big|_{E \cap B(0, r)} \leq 0.
\]
Then define \( P \in \mathbb{C}[s, w_1, w_2] \) by
\[
P(s, w_1, w_2) := w_2(w_1^2 - w_2^2) - s^2.
\]
and
\[
V_0 := \{(s, w_1, w_2) \in \mathbb{C}^3 : P(s, w_1, w_2) = 0\}.
\]
and
\[
\varphi : V_0 \cap (\mathbb{C} \times B(0, r)) \to [-\infty, \infty] \text{ by } \varphi(s, w_1, w_2) := u(w_1, w_2).
\]
Obviously, \( \varphi \) is plurisubharmonic on \( V_0 \cap (\mathbb{C} \times B(0, r)) \) and bounded by 1 from above. Next fix \( t > 0 \) satisfying \( 2t^{2/3} < r \) and \( (s, w_1) \in B(0, t) \). Then recall that a given polynomial \( q(z) = \sum_{j=0}^n c_m \overline{z}_j \) has all zeros in the disk with radius at most \( 2 \max_{1 \leq j \leq m} |c_j|^{1/3} \). Hence all roots of the polynomial
\[
z \mapsto z^3 - w_1^2 z + s^2
\]
lie in the disk of radius \( R = R(s, w_1) \), where \( R \) can be estimated by
\[
R \leq 2 \max(|w_1|, |s^2|^{1/3}) \leq 2 \max(t, t^{2/3}) \leq 2t^{2/3} < r.
\]
Hence it follows from Hörmander \[10\], Lemma 4.4, that the function \( v \), defined on \( B(0, t) \) by
\[
v(w_1, s) := \max\{\varphi(s, w_1, w_2) : (s, w_1, w_2) \in V_0 \cap B(0, r)\}
\]
is plurisubharmonic. Obviously, \( v \) is bounded by 1 from above. Next we claim that for \( d := (\sqrt{3}/\sqrt{2}) \) the following assertion holds:
\[
\text{if } (s, w_1) \in B(0, t) \cap \mathbb{R}^2 \text{ satisfies } |w_1| > d|s|^{2/3} \text{ then } v(w_1, s) \leq 0.
\]
To prove (2) fix \( (s, w_1) \in B(0, t) \cap \mathbb{R}^2 \) satisfying the condition in (2). Then it follows from Lemma 4 that the polynomial
\[
z \mapsto z^3 - w_1^2 z + s^2
\]
has three real roots. Let \( \xi \) be one of these and assume first \( \xi \geq 0 \). Then
\[
\xi(w_1^2 - \xi^2) = s^2 \geq 0 \text{ and hence } w_1^2 - \xi^2 \geq 0.
\]
From this we get \( |\xi| \leq |w_1| < t < 1 \). Since \( \xi \geq 0 \), Lemma 3 implies that \( (w_1, \xi) \) belongs to the set \( E \) and consequently \( \varphi(s, w_1, \xi) = u(w_1, \xi) \leq 0 \).
If \( \xi < 0 \) then the same arguments show \( |w_1| \leq |\xi| \). To show \( (|\xi|^{5/3} / (1 + |\xi|))^{1/4} \leq |w_1| \)
for \( t \) sufficiently small, assume that \( |\xi|^{5/3} / (1 + |\xi|) > w_1 \). Then \( |\xi|^{5/3} > |w_1|^{4} \) and hence \( |\xi| > |w_1|^{1/5} \). This implies
\[
s^2 = \xi(w_1^2 - \xi^2) \geq |w_1|^{1/5}(|w_1|^{8/5} - |w_1|^2) \geq \frac{1}{2}|w_1|^{12/5}.
\]
provided that $0 < \frac{t^{2/5}}{2} \leq \frac{1}{2}$. The latter inequality together with the hypothesis in (2) then gives

$$|w_1| > d|s|^{2/3} > d \cdot 2^{-1/3} |w_1|^{1/5} \text{ and hence } |w_1| > d^5 2^{-5/3}.$$ 

If we assume that $t$ is so small that $t < d^5 2^{-5/3}$ then the assumption on $|\xi|$ leads to a contradiction. Hence

$$\left( \frac{|\xi|^5}{1 + |\xi|} \right)^{1/4} \leq |w_1| \leq |\xi| < 1,$$

provided that $t < t_0 := \min((1/2)^{5/2}, d^5 2^{-5/3}, (2r)^{3/2})$. By Lemma 3, this shows that $(w_1, \xi)$ belongs to $E$. As before, this implies $\varphi(s, w_1, \xi) \leq 0$ and consequently $v(w_1, s) \leq 0$. Hence (2) holds.

Next fix $0 < t < t_0$ and choose $\rho > 0$ so that $4d\rho^{2/3} \leq t$. Then fix $s \in B(0, \rho) \cap \mathbb{R}$ and define

$$v : \mathbb{D} \to [-\infty, \infty], \quad v(w) := \max(0, v(tw, s)).$$

Obviously, $v$ is subharmonic on $\mathbb{D}$ and bounded by 1 from above. The choice of $\rho$ implies that $\varepsilon := \frac{2}{4d|s|^{2/3}}$ satisfies

$$0 \leq \varepsilon \leq \frac{2}{t} \rho^{2/3} \leq \frac{1}{2}.$$ 

Moreover, for $w \in \mathbb{R}$ and $\varepsilon \leq |w| < 1$ we have

$$t > |tw| \geq t\varepsilon = 2d|s|^{2/3} > d|s|^{2/3}.$$ 

Hence (2) implies $v(tw, s) \leq 0$ and consequently

$$v(w) = 0 \text{ for } w \in \mathbb{R}, \quad \varepsilon \leq |w| < 1.$$ 

Therefore, [4], Lemma 5.8, implies the existence of $C_1 > 0$ such that

$$v(w) \leq C_1 |\text{Im } \sqrt{w^2 - \varepsilon^2}| = C_1 |\text{Im } \sqrt{w^2 + (i\varepsilon)^2}|, \quad |w| \leq \frac{1}{2}.$$ 

From this and [4], Lemma 5.7 (i), it follows that

$$v(w_1, s) \leq \frac{C_1}{t} \left| \text{Im } \sqrt{w_1^2 + (i2d|s|^{2/3})^2} \right| \leq \frac{C_1}{t} (|\text{Im } w_1| + 2d|s|^{2/3})$$ 

for $|w_1| \leq \frac{1}{2}, \ s \in B(0, \rho) \cap \mathbb{R}$. If we let $\delta := \min(\rho, \frac{1}{2})$ then there exists $C_2 > 0$ such that

$$v(w_1, s) \leq C_2 (|\text{Im } w_1| + |s|^{2/3}), \quad (w_1, s) \in B(0, \delta), \ s \in \mathbb{R}.$$ 

Next fix $w_1 \in B(0, \delta)$ and define

$$\gamma : \mathbb{D} \to [-\infty, \infty], \quad \gamma(z) := \frac{1}{C_2} v(w_1, \delta z) - |\text{Im } w_1|.$$
Then \( \gamma \) is subharmonic on \( \mathbb{D} \), bounded by 1 from above and satisfies
\[
\gamma(x) \leq \delta^{2/3}|x|^{2/3}, \quad x \in \mathbb{R}, \quad |x| < 1.
\]
By Lemma 5, this implies the existence of \( C_3 > 0 \) such that
\[
\gamma(z) \leq C_3|\delta z|^{2/3}, \quad z \in \mathbb{D}
\]
and consequently
\[
v(w_1, s) \leq C_2|\text{Im} w_1| + C_2 C_3|s|^{2/3} \leq C_4(|\text{Im} w_1| + |s|^{2/3}),
\]
for \((w_1, s) \in B(0, \delta)\).

Next fix \((w_1, w_2) \in B(0, \delta)\) and choose \( s \in \mathbb{C} \) with \( s^2 = w_2(w_1^2 - w_2^2) \). Then there exists \( D > 0 \) such that \( |s|^2 \leq D||w||^3 \) and \((s, w_1, w_2) \in V_0\). By the definition of \( \varphi \) and \( v \) we have
\[
u(w_1, w_2) = \varphi(s, w_1, w_2) \leq v(w_1, s) \leq C_4(|\text{Im} w_1| + |s|^{2/3}) \leq C_4(|\text{Im} w_1| + D||w||) \leq C_5||w||.
\]
Since the proof shows that the number \( \delta \) only depends on \( r \) and not on the particular function \( u \), it follows that
\[
\Lambda_E(w, r) \leq C_5||w|| \text{ for } w \in B(0, \delta).
\]

**Proof of assertion (a) in Example 2.** Fix \( 0 < \rho < 1 \), let \( r := \rho/2 \) and let \( u \in \text{PSH}(V \cap B(0, \rho)) \) satisfy
\[
u(z) \leq 1, \quad z \in V \cap B(0, \rho) \quad \text{and} \quad u(x) \leq 0, \quad x \in V \cap B(0, \rho) \cap \mathbb{R}^3.
\]
Then note that for \( w \in B(0, r) \) and \((s, w) \in V\), we have
\[
|s|^2 = |w_1^2 \pm \sqrt{w_1^4 - w_2^2}| < r^2 + \sqrt{2r^5} \leq 4r^2.
\]
Hence each point \((s, w) \in V \) with \( w \in B(0, r) \) satisfies \( |s| < \rho \). Therefore, it follows from Hörmander [10], Lemma 4.4, that the function
\[
v : B(0, r) \to [-\infty, \infty], \quad v(w) := \max\{u(s, w) : (s, w) \in V \cap B(0, \rho)\}
\]
is plurisubharmonic on \( B(0, r) \) and bounded by 1 from above. Moreover, \( v(w) \leq 0 \) whenever \( w \in E\). By the definition of the local extremal function \( \Lambda_E(\cdot, r) \), these properties imply
\[
v(w) \leq \Lambda_E(w; r), \quad w \in B(0, r).
\]
Now note that by Lemma 6 there exist \( 0 < \delta \leq r \) and \( C > 0 \) such that
\[
\Lambda_E(w; r) \leq C||w||, \quad w \in B(0, \delta).
\]
Hence we have \( v(w) \leq C||w|| \) for \( w \in B(0, \delta) \) and consequently
\[
u(s, w) \leq C||(s, w)||, \quad (s, w) \in B(0, \delta) \cap V.
\]
Since \( u \) is bounded by 1, this estimate implies
\[
u(s, w) \leq A||(s, w)||, \quad (s, w) \in B(0, \rho) \cap V,
\]
if we let \( A := \max(C, \frac{1}{3}) \). Hence \( V \) satisfies \( \text{RPL}_{\text{loc}}(\xi) \). \( \square \)
To prove also assertion (b) of Example 2 we will use the following lemma.

**Lemma 7** Define \( P(s, w_1, w_2) := (s^2 - w_1^2)^2 - w_1(w_1^2 - w_2^4) \). Then for each \( a \in \mathbb{R} \setminus \{-1, 0, 1\} \) and \( \xi = (1, 1, a) \) or \( \xi = (1, -1, a) \), there exists \( 0 < \delta < 1 \) such that \( P \) does not vanish on one of the real cones \( \Gamma(\xi, B(0, \delta), 1) \cap \mathbb{R}^3 \) or \( \Gamma(-\xi, B(0, \delta), 1) \cap \mathbb{R}^3 \).

**Proof.** Consider first \( \xi = (1, 1, a) \) for fixed \( a \in \mathbb{R} \setminus \{-1, 0, 1\} \). Choose \( 0 < \delta < 1 \) so small that \( \delta < \min(|a|, \frac{1}{2}|a - 1|, \frac{1}{2}|a + 1|) \) and fix \( \zeta = (x, y_1, y_2) \in B(0, \delta) \). Then some computation shows that

\[
P(t(\xi + \zeta)) = At^5 + Bt^4, \quad t \in \mathbb{R},
\]

where

\[
A = (a + y_2)(a - 1 - y_1 + y_2)(a + 1 + y_1 + y_2)((1 + y_1)^2 + (a + y_2)^2),
\]
\[
B = (x - y_1)^2(2 + x + y_1)^2.
\]

Next fix \( a \in ]-\infty, -1[ \) and note that by the choice of \( \delta \) we have

\[
a + y_2 < 0, \quad a - 1 - y_1 + y_2 < 0, \quad \text{and} \quad a + 1 + y_1 + y_2 < 0
\]

and hence \( A = A(y_1, y_2) < 0 \) for all \( \zeta = (x, y_1, y_2) \in B(0, \delta) \cap \mathbb{R}^3 \). Obviously, this implies

\[
P(t(\xi + \zeta)) = At^5 + Bt^4 > 0 \quad \text{if} \quad t < 0 \quad \text{and} \quad \zeta \in B(0, \delta) \cap \mathbb{R}^3
\]

and consequently

\[
P(z) > 0 \quad \text{for all} \quad z \in \Gamma(-\xi, B(0, \delta), 1) \cap \mathbb{R}^3.
\]

The same arguments show that this holds for \( a \in ]0, 1[ \) while for \( a \in ]-1, 0[ \) and \( a \in ]1, \infty[ \) we have

\[
P(z) > 0 \quad \text{for all} \quad z \in \Gamma(\xi, B(0, \delta), 1) \cap \mathbb{R}^3.
\]

Next consider \( \xi = (1, -1, a) \) for fixed \( a \in \mathbb{R} \setminus \{-1, 0, 1\} \). Then we have for \( \zeta = (x, y_1, y_2) \)

\[
P(t(\xi + \zeta)) = A't^5 + B't^4,
\]

where

\[
A' = (a + y_2)(a - 1 + y_1 + y_2)(a + 1 - y_1 + y_2)((1 - y_1)^2 + (a + y_2)^2),
\]
\[
B' = (x + y_1)^2(2 + x - y_1)^2.
\]

Hence we can argue as in the previous case to complete the proof of the lemma. \( \square \)

In Lemma 7 a finite set of directions is excluded. The following lemma allows us to treat them by perturbation.
Lemma 8 Let \( P \in \mathbb{C}[z_1, \ldots, z_n] \) and \( W := \{ z \in \mathbb{C}^n : P(z) = 0 \} \). Assume that the origin belongs to \( W \) and that \( W \) is \( 1 \)-hyperbolic at 0 with respect to \( \xi \in T_0W \cap \mathbb{R}^n \). Then there exists \( \delta > 0 \) such that for each \( \eta \in T_0W \cap \mathbb{R}^n \) satisfying \( \| \eta - \xi \| < \delta \) and for each \( 0 < \rho < \delta \) we have

\[
W \cap \mathbb{R}^n \cap \Gamma(\eta, B(0, \rho), \rho) \neq \emptyset.
\]

Proof. Since \( W \) is \( 1 \)-hyperbolic at 0 with respect to \( \xi \in T_0W \cap \mathbb{R}^n \), modulo a real linear change of variables, we may assume that \( \xi = e_1 := (1, 0, \ldots, 0) \) and that the noncharacteristic projection \( \pi : \mathbb{C}^n \to \mathbb{C}^n \) is given by \( \pi(z', z_n) = z' \) for \( (z', z_n) \in \mathbb{C}^{n-1} \times \mathbb{C} \). In these coordinates we decompose \( P \) as \( P = \sum_{k=\nu}^m P_k \), where \( P_k \) is either identically zero or homogeneous of degree \( k \) and \( \nu \in \mathbb{N} \) is chosen so that \( P_\nu \neq 0 \). It follows from (1) that

\[
T_0W = \{ z \in \mathbb{C}^n : P_\nu(z) = 0 \}.
\]

By hypothesis there exist \( \varepsilon > 0 \) and an open zero neighborhood \( D \subset B(0, \| \xi \|) \) such that for \( \Gamma := \Gamma(\xi, D, \varepsilon) \) the map \( \pi : W \cap \Gamma \to \pi(W \cap \Gamma) \) is proper and \( z \in W \cap \Gamma \) is real whenever \( \pi(z) \) is real. Choose \( \delta > 0 \) so that \( B(0, 2\delta) \subset D \). Then fix \( \eta \in T_0W \cap \mathbb{R}^n \) satisfying \( \| \eta - \xi \| < \delta \). Since \( T_0W \) is a homogeneous variety, \( t\eta \in T_0W \) for each \( t \in \mathbb{C} \).

Next let \( e_n := (0, \ldots, 0, 1) \) and consider for fixed \( t > 0 \) the polynomial

\[
q(t; \lambda) : \lambda \mapsto P(t(\eta + \lambda e_n)), \quad \lambda \in \mathbb{C}.
\]

Then we have

\[
q(\lambda; t) = \sum_{k=\nu}^m t^k P_k(\eta + \lambda e_n) = t^\nu \left( P_\nu(\eta + \lambda e_n) + \sum_{k=\nu+1}^m t^{k-\nu} P_k(\eta + \lambda e_n) \right).
\]

Next note that \( P_\nu(e_n) \neq 0 \) since the projection \( \pi \) is noncharacteristic for \( T_0W \). Hence we can choose \( 0 < \rho_0 < \delta \) so small that

\[
P_\nu(\eta + \lambda e_n) \neq 0 \text{ for } 0 < |\lambda| \leq \rho_0.
\]

Then fix \( 0 < \rho \leq \rho_0 \) and note that

\[
c := \inf\{|P_\nu(\eta + \lambda e_n)| : \lambda \in \mathbb{C}, \ |\lambda| = \rho \} > 0.
\]

Since the polynomials \( \lambda \mapsto P_k(\eta + \lambda e_n) \) are bounded on \( \overline{B(0, \rho)} \), it follows that we can find \( 0 < \varepsilon_1 < \varepsilon \) such that

\[
\sup_{0 < t \leq \varepsilon_1} \sup \left\{ \sum_{k=\nu+1}^m t^{k-\nu}|P_k(\eta + \lambda e_n)| : \lambda \in \overline{B(0, \rho)} \right\} < c.
\]

These estimates show that we can apply the Theorem of Rouché to obtain that for each \( 0 < t \leq \min(\varepsilon_1, \rho) \) the polynomial \( q(\lambda; t) \) and the polynomial \( r(\lambda; t) := t^\nu P_\nu(\eta + \lambda e_n) \) have the same number of zeros in the disk \( B(0, \rho) \). Since

\[
r(0; t) = t^\nu P_\nu(\eta) = P_\nu(t\eta) = 0,
\]

we get

\[
r(t; \lambda) = 0 \quad \text{for} \quad 0 < t \leq \min(\varepsilon_1, \rho), \quad \lambda \in \mathbb{C}.
\]
it follows that there is \( \lambda \in B(0, \rho) \) such that

\[
0 = q(\lambda; t) = P(t(\eta + \lambda c_n)).
\]

Hence \( \zeta := t(\eta + \lambda c_n) \) belongs to \( W \) and \( \pi(\zeta) = t\eta \in \mathbb{R}^{n-1} \).

Next note that by the previous choices

\[
\zeta = t(\eta + \lambda c_n) \in t(\eta + B(0, \rho)) \subset t(\xi + B(0, 2\delta)) \subset t(\xi + D) \subset \Gamma.
\]

Now the hypothesis implies \( \zeta \in \mathbb{R}^n \) and hence

\[
W \cap \mathbb{R}^n \cap \Gamma(\eta, B(0, \rho), \rho) \neq \emptyset.
\]

Obviously, this proves the lemma.

\[\square\]

\textit{Proof of assertion (b) in Example 2.} From (1) it follows that

\[
T_0 V = \{ (s, w) \in \mathbb{C}^4 : (s^2 - w_1^2)^2 = 0 \}
\]

\[
= \{ (\lambda, \mu) : (\lambda, \mu) \in \mathbb{C} \} \cup \{ (\lambda, \mu) : \lambda, \mu \in \mathbb{C} \}.
\]

To show that \( V \) is not 1-hyperbolic at zero with respect to both vectors \( \xi \) and \( -\xi \) for each \( \xi \in T_0 V \cap \mathbb{R}^3 \), \( \xi \neq 0 \), we distinguish the following two cases:

\textbf{case 1}: \( \xi \) is of the form \((1, 1, a)\) or \((1, -1, a)\), \( a \in \mathbb{R} \setminus \{-1, 0, 1\} \). In this case Lemma 7 implies the existence of \( \delta > 0 \) and \( \varepsilon > 0 \) such that

\[
V \cap \mathbb{R}^4 \cap \Gamma(\xi, B(0, \delta), \varepsilon) = \emptyset \text{ or } V \cap \mathbb{R}^4 \cap \Gamma(-\xi, B(0, \delta), \varepsilon) = \emptyset.
\]

From this and Lemma 8 (or the definition of 1-hyperbolicity) it follows that \( V \) fails to be 1-hyperbolic at zero with respect to at least one of the vectors \( \xi \) or \( -\xi \).

\textbf{case 2}: \( \xi \) is of the form \((0, 0, 1)\), \((1, 1, b)\) or \((1, -1, b)\), \( b \in \{-1, 0, 1\} \). To treat this case, note that each vector \( \xi \) of this form is a limit of vectors \( \eta \in T_0 V \cap \mathbb{R}^3 \) which are of the form discussed in case 1. Therefore, Lemma 8 together with Lemma 7 implies that \( V \) fails to be 1-hyperbolic at zero with respect to at least one of the vectors \( \xi \) or \( -\xi \).

This completes the proof since each \( \xi \in T_0 V \cap \mathbb{R}^4 \) is a multiple of a vector \( \xi \) treated in case 1 or case 2.

\[\square\]
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Abstract
Inspired by some results of Lavrič (1992), we investigate those Banach lattices $E$ that have
the following property (A): Every increasing function $f : [0,1] \rightarrow E$ has only countably
many points of discontinuity. We show that the space of regular functions on $[0,1]$ contains
no copy of $\ell_\infty$ and yet it lacks property (A), thus answering in the negative a question
of Lavrič. On the positive part, our main results show that if a Banach lattice $E$ has
property (A), then so do the Banach lattices $C(K,E)$ and $L^p(\mu,E)$ ($1 \leq p < \infty$) for a
wide class of compact spaces $K$ and every measure $\mu$.


Introduction
Let us say that a Banach lattice $E$ has property (A) if every increasing (= nondecreasing)
function $f : [0,1] \rightarrow E$ has at most countably many points of discontinuity. In a 1992
paper [16], B. Lavrič showed that

(L1) There exists an increasing function $f : [0,1] \rightarrow \ell_\infty$ without any points of continuity.

He then combined this with the classical Lozanovskii – Meyer-Nieberg result (see [2])
to conclude that

(L2) For a σ-Dedekind complete Banach lattice $E$ the following are equivalent.
(a) $E$ has order continuous norm.
(b) $E$ has property (A).
(c) $E$ contains no lattice copy of $\ell_\infty$.

He also proved that

(L3) Every separable Banach lattice has property (A).

*This research was started while the author held a visiting position in the Department of Mathematics,
University of Mississippi, in the Spring Semester of 1998. It was later supported by the State Committee
for Scientific Research (Poland), Grant no. 2 P03A 05115.
Finally, since the assumption of $\sigma$-Dedekind completeness in (L2) was needed only in the proof that (c) implies (a), and also because of (L3), he raised the following question.

(LQ) If a Banach lattice contains no lattice copy of $\ell_\infty$, must it have property $(\lambda)$?

In this paper, after introducing or recalling some notions and collecting a few general facts (some of which were also used in [16]), we give a very short construction of a function required in (L1), and extend (L2) and (L3) to F-normed lattices (which is fairly straightforward). Next, we show that the space of regular functions on $[0,1]$ provides a negative answer to (LQ). Then, in the main part of the paper, we investigate property $(\lambda)$ for Banach lattices of continuous or measurable vector-valued functions. We prove, for instance, that if $E$ is a Banach lattice with property $(\lambda)$, then: 1) the Banach lattice $C(K, E)$ has property $(\lambda)$ whenever $K$ is a compact space with all its separable subspaces metrizable (e.g., an Eberlein compact), or a product of any family of such compact spaces; 2) the Banach lattice $L_p(\mu, E)$ has property $(\lambda)$ for every measure $\mu$ and $1 \leq p < \infty$.

To some extent, the title of this paper is somewhat inadequate. This is particularly visible in Section 5, where we deal with property $(\lambda)$ for spaces of continuous functions taking values in a Banach lattice. However, an attentive reader will certainly notice that almost all of our results make sense and, in fact, remain valid (with the same proofs) in the case of functions with values in an F-normed lattice, or even an arbitrary ordered metric space with a monotone metric (in the sense of Fact 1.7 below).

In what follows, we denote by $I$ the interval $[0,1]$ (but any interval in $\mathbb{R}$ could be used as well), and all topological spaces occurring below are assumed Hausdorff. The terms increasing and decreasing are used in the weak sense, meaning the same as nondecreasing and nonincreasing, respectively. We refer the reader to [1] for locally solid topological Riesz spaces (or vector lattices) and relevant notions like the $(\alpha)$-Dedekind completeness or the $(\sigma)$-Lebesgue and pre-Lebesgue properties. In general, however, our functional analysis terminology and notation are fairly standard.

Acknowledgments. First of all, I would like to thank Professor Gerard Buskes (University of Mississippi) who, in January 1998, called my attention to Lavric’s paper and the question posed in it—that was a starting point for the research whose results are presented here. I am also very grateful to Dr. Artur Michalak (A. Mickiewicz University, Poznań) for many stimulating discussions and valuable comments on this paper.

1. A few general facts

A function $f : I \to E$, where $E = (E, \tau)$ is a topological space, is said to be regular if the right-hand limit $f(t+)$ exists for each $t \in [0,1)$, and the left-hand limit $f(t-)$ exists for each $t \in (0,1]$. In general, for any function $f$ as above, we denote by $D(f)$ the set of points of discontinuity of $f$. Clearly, if $|D(f)| \leq \aleph_0$, then $f$ has a separable range. If $E$ is a metric space, then $D(f)$ is always an $F_\sigma$ subset of $I$ (see [14, §21.III]); in consequence, $|D(f)| \leq \aleph_0$ or $|D(f)| = 2^{\aleph_0}$ (by [14, §37.1, Thm. 3]).

As is well known, every monotone function $f : I \to \mathbb{R}$ is regular, and $|D(f)| \leq \aleph_0$. If, for instance, $f$ is increasing, the latter follows immediately from the fact that the intervals $(f(t-), f(t+))$ are pairwise disjoint. More generally (see [18, III.2, Thm. 3]):

**Fact 1.1** For a regular function $f : I \to E$, where $E$ is a metric space, $|D(f)| \leq \aleph_0$. 
For, otherwise, we would find \( \varepsilon > 0 \) and an uncountable set \( D \) of points \( t \in I \) where \( f \) has a "jump" \( \geq \varepsilon \), and \( f \) could not be regular at any of the accumulation points of \( D \).

Let us agree to say that a topological ordered space \( E = (E, \tau, \leq) \) or its topology \( \tau \) has

- **property** \((\sigma\text{-DCL})\) if every monotone order bounded sequence in \( E \) is \( \tau \)-convergent;
- **property** \((\lambda)\) if every increasing (equivalently, every decreasing) function \( f : I \to E \) has at most countably many points of discontinuity;
- **property** \((\lambda_0)\) if every increasing (equivalently, every decreasing) function \( f : I \to E \) has at least one point of continuity in the interior of \( I \).

**Remark 1.2** If \( E \) has property \((\lambda_0)\), then every increasing function \( f : I \to E \) has a dense set of points of continuity. (Consider compositions of \( f \) with increasing affine mappings of \( I \) onto its closed subintervals.) Of course, \((\lambda)\) implies \((\lambda_0)\), but as of this writing it is open whether (or when) also the converse is true; see Problem 1 below.

It is easy to verify the following facts (using Fact 1.1 to get Fact 1.5).

**Fact 1.3** A topological ordered space \( E \) has property \((\sigma\text{-DCL})\) iff every monotone (equivalently, every increasing) function \( f : I \to E \) is regular.

**Fact 1.4** Let \((E, \tau, \leq)\) be a topological ordered space, and \( \rho \) a weaker Hausdorff topology on \( E \). Suppose \( \tau \) has property \((\sigma\text{-DCL})\). Then also \( \rho \) has property \((\sigma\text{-DCL})\), and \( \tau \) has property \((\lambda)\) iff \( \rho \) has property \((\lambda)\).

**Fact 1.5** If a topological ordered space \((E, \tau, \leq)\) has property \((\sigma\text{-DCL})\), and each of its order intervals is \( \tau \)-closed and metrizable in a weaker topology, then \( E \) has property \((\lambda)\).

**Fact 1.6** An arbitrary product of topological ordered spaces with property \((\sigma\text{-DCL})\) has property \((\sigma\text{-DCL})\), and an at most countable product of topological ordered spaces with property \((\lambda)\) has property \((\lambda)\).

**Fact 1.7** Let \( E \) be an ordered metric space with a monotone metric \( d \) (that is, such that \( x \leq u \leq v \leq y \) implies \( d(u, v) \leq d(x, y) \)). Then a monotone function \( f : I \to E \) has at most countably many discontinuities iff its range \( f(I) \) is separable.

In consequence, if all order intervals in \( E \) are separable, then \( E \) has property \((\lambda)\).

**Proof** (comp. Proof of Lemma 3.1 below). Let \( f : I \to E \) be a monotone function with \( |D(f)| > \aleph_0 \). Then for some \( \varepsilon > 0 \) one can find an uncountable subset \( D \) of \( D(f) \) such that \( d(f(t), f(u)) \geq \varepsilon \) for all distinct \( t, u \in D \). It follows that \( f(I) \) is nonseparable. \( \square \)

Now, let \( E \) be a Hausdorff locally solid topological Riesz space. Then property \((\sigma\text{-DCL})\) translates into the following condition: Every increasing order bounded positive sequence in \( E \) is convergent, and this in turn is equivalent to: \( E \) is \( \sigma \)-Dedekind complete and has the \( \sigma \)-Lebesgue property. Moreover, if \( E \) is topologically complete and has the Lebesgue property, then it is Dedekind complete (see [1, Thm. 10.3]) and, in consequence, it has property \((\sigma\text{-DCL})\). As a corollary to Fact 1.5 we thus have the following.

**Fact 1.8** Every \( F \)-lattice with the Lebesgue property (or order continuous \( F \)-norm) has property \((\lambda)\).
2. An increasing function without points of continuity

The construction given in [16] of a function \( f : I \to \ell_\infty \) required in (L1) is rather technical and almost two pages long. It actually produces a function \( f \) with the stronger property that \( \|f(t) - f(s)\| = 1 \) whenever \( s \neq t \). Here is a much simpler construction.

**Proposition 2.1** There exists an increasing function \( f : I \to \ell_\infty \) with \( \|f(t) - f(u)\| = 1 \) whenever \( t \neq u \), and thus without any points of continuity.

**Proof.** Let \((I_n)\) be a sequence of closed subintervals in \( I \) such that every subinterval of \( I \) contains an \( I_n \). (For instance, \((I_n)\) can be an arrangement of the dyadic subintervals \([j2^{-k}, (j+1)2^{-k}]\), where \( k \in \mathbb{N} \) and \( j = 0, 1, \ldots, 2^k - 1 \).) For each \( n \) let \( f_n : I \to I \) be the increasing continuous piecewise linear function such that \( f_n(t) = 0 \) for \( t < \min I_n \) and \( f_n(t) = 1 \) for \( t > \max I_n \). Then the function \( f = (f_n) : I \to \ell_\infty \) is clearly increasing.

Moreover, for any \( t, u \in I \) with \( u < t \) one obviously has \( \|f(t) - f(u)\| < 1 \), and if \( n \) is chosen so that \( I_n \subset (u, t) \), then \( \|f(t) - f(u)\| > \|f_n(t) - f_n(u)\| = 1 - 0 = 1 \).

**Remarks 2.2** (a) Evidently, the function \( f \) constructed above is continuous when \( \ell_\infty \) is considered with the coordinatewise convergence topology. In fact, \( f \) is even weak*-continuous; that is, for each \( a^* = (a_n) \in \ell_1^* \) the scalar function \( t \to (a^* , f(t)) = \sum a_n f_n(t) \) is continuous. To see this assume (as we may) that \( \|a^*\|_1 = 1 \), take any \( \varepsilon > 0 \), and then choose \( k \in \mathbb{N} \) so that \( \sum_{n\geq k} |a_n| < \varepsilon/2 \), and next \( \delta > 0 \) such that \( |f_n(t) - f_n(u)| < \varepsilon/2 \) whenever \( 1 \leq n \leq k \) and \( |t - u| < \delta \). Then, as \( \sum_{1\leq n \leq k} |a_n| \leq 1 \) and \( |f_n(t) - f_n(u)| \leq 1 \) for all \( n \), it is easily seen that \( \|(a^* , f(t) - f(u))\| < \varepsilon \) whenever \( |t - u| < \delta \).

(b) In general, a monotone function \( f : I \to E \), where \( E \) is a Banach lattice, is (left-, right-) continuous at a point \( t \in I \) iff \( f \) has this property when \( E \) is considered with its weak topology.

This can be easily seen by viewing \( E \) as a sublattice in \( C(U) \), where \( U \) stands for the positive part of the closed unit ball in \( E^* \), and applying the Dini's theorem.

Thus the function \( f \) constructed in the proof above has no points of continuity when \( \ell_\infty \) is considered with its weak topology. That is, for every \( t \in I \) there is \( u^* \in \ell_\infty^* \) such that \( u^* \circ f \) is not continuous at \( t \). This can also be verified directly:

Assume that \( 0 < t \leq 1 \) and fix a strictly increasing sequence \((k_n)\) in \( \mathbb{N} \) such that \( \alpha_n := \min I_{k_n} < \max I_{k_n} : = \beta_n < t \) and \( \alpha_n \to t \). Let \( U \) be an ultrafilter on \( \mathbb{N} \) containing all the sets \( K_m := \{k_n : n \geq m\}, m = 1, 2, \ldots \). Then \( u^*(a) := \lim_U a_n, a = (a_n) \in \ell_\infty \), defines a continuous (and positive) linear functional on \( \ell_\infty \). Let \( \bar{t} = u^*(f(t)) \). Thus, given \( \varepsilon > 0 \), there is \( U \in \mathcal{U} \) such that \( |\bar{t} - f_i(t)| < \varepsilon \) for all \( i \in U \). In particular, \( |\bar{t} - 1| < \varepsilon \) for all \( i \in U \cap K_1 \neq \emptyset \) (because \( f_i(t) = 1 \) for \( i \in K_1 \)). In consequence, \( \bar{t} = 1 \).

Now take any \( 0 \leq s < t \) and let \( \bar{s} = u^*(f(s)) \). As above, for every \( \varepsilon > 0 \) there is \( U \in \mathcal{U} \) such that \( |\bar{s} - f_i(s)| < \varepsilon \) for all \( i \in U \). Choose \( m \) so that \( s < \alpha_m < \beta_m < t \). Then \( |\bar{s} - 0| < \varepsilon \) for all \( i \in U \cap K_m \neq \emptyset \) (because \( f_i(s) = 0 \) for \( i \in K_m \)). In consequence, \( \bar{s} = 0 \).

Thus \( u^*(f(t)) = 1 \) and \( u^*(f(s)) = 0 \) for \( 0 \leq s < t \), hence \( u^* \circ f \) is not left-continuous at \( t \). Similarly, for each \( t \in [0, 1) \) there is \( u^* \in \ell_\infty^* \) with \( u^* \circ f \) not right-continuous at \( t \).

(c) If one does not insist on having additional properties like those in the first part of the preceding remark, then also the (simpler) function \( f = (f_n) \) with \( f_n = \) the characteristic function of the interval \([\max I_n, 1]\) would do the job required in Proposition 2.1. \( \square \)
3. Extensions of the results of Lavrić

We start with a simple (and rather obvious) lemma that will be of constant use throughout the rest of this paper.

Lemma 3.1 For an increasing function \( f : I \to E \), where \( E = (E, \|\cdot\|) \) is an \( F \)-normed lattice, the following are equivalent.

(a) \( f \) has uncountably many points of discontinuity.
(b) There exist an uncountable set \( D \subset I \) and \( \varepsilon > 0 \) such that \( \|f(u) - f(t)\| \geq \varepsilon \) for all \( t \in D \) and \( u > t \), or \( \|f(u) - f(t)\| \geq \varepsilon \) for all \( t \in D \) and \( u < t \).
(c) There exist an uncountable set \( D \subset I \) and \( \varepsilon > 0 \) such that \( \|f(u) - f(t)\| \geq \varepsilon \) for all distinct \( u, t \in D \).

Moreover, the set \( D \) in (b) and (c) can be chosen so that each \( t \in D \) is a two-sided condensation point of \( D \). That is, \( D \subset (0, 1) \) and both \( (u, t) \cap D \) and \( (t, v) \cap D \) are uncountable whenever \( u < t < v \). In addition, one may also require that \( |D| = 2^\aleph_0 \).

Proof (cf. [16, Proof of Prop. 2]. (a)⇒(b): For each \( t \in D(f) \) there is \( e(t) > 0 \) with \( \|f(u) - f(t)\| \geq e(t) \) for all \( u > t \) or all \( u < t \). Since \( |D(f)| > \aleph_0 \), it follows that there exists an uncountable subset \( D \) of \( D(f) \) and \( e > 0 \) as required in (b).

(b)⇒(c): Obvious.

(c)⇒(a): By removing a countable subset if necessary, we may assume that each \( t \in D \) is a condensation point of \( D \), i.e., every neighborhood of \( t \) has an uncountable intersection with \( D \) (see [12, 1.7.11]). Then, obviously, \( f \) is discontinuous at each point \( t \in D \).

The first assertion in the last part follows from the fact (which is analogous to that just used above) that if a set \( D \subset I \) is uncountable, then there exist only countably many \( t \)'s in \( D \) that fail to be two-sided accumulation points of \( D \). As for the second assertion, it should be enough to recall that if \( |D(f)| > \aleph_0 \), then we actually have \( |D(f)| = 2^\aleph_0 \) (see the first paragraph of Section 1). \( \square \)

The result below is an extension of Lavrić’s main theorem (L2).

Theorem 3.2 For a \( \sigma \)-Dedekind complete \( F \)-normed lattice \( E = (E, \|\cdot\|) \) the following statements are equivalent:

(a) \( E \) is pre-Lebesgue.
(b) \( E \) has property \( (\lambda) \).
(c) \( E \) has property \( (\lambda_0) \).
(d) \( E \) contains no lattice copy of \( \ell_\infty \).

Proof. (a)⇒(b): Suppose (b) fails and let \( f : I \to E \) be an increasing function with \( |D(f)| > \aleph_0 \). Apply Lemma 3.1 to find \( D \) and \( e \) as required in condition (c) of the lemma. Next, choose a strictly increasing sequence \( (u_n) \) in \( D \), and denote \( x_n = f(u_{n+1}) - f(u_n) \). Then \( x_n \geq 0 \), \( \|x_n\| > e \), and \( x_1 + \ldots + x_n = f(u_{n+1}) - f(u_1) \leq f(1) - f(0) \) for each \( n \). We have thus constructed a positive sequence \( (x_n) \) in \( E \) such that \( x_n \not\to 0 \) and the sequence \( x_1 + \ldots + x_n \) \((n \in \mathbb{N})\) is order bounded. However, this contradicts (a), by [1, Thm. 10.1].

(b)⇒(c) is trivial, and (c)⇒(d) follows from Proposition 2.1.

(d)⇒(a): If (a) were false, then \( E \) would contain a lattice copy of \( \ell_\infty \) (see [1, Thm. 10.7] or [10, Thm. 2.7]). (It is here where the \( \sigma \)-Dedekind completeness of \( E \) is needed.) \( \square \)
Problem 1: Is it true for every F- (or Banach) lattice $E$ that $(\lambda_0)$ implies $(\lambda)$?

The next result is an extension of Lavrič’s result (L3) and, at the same time, a particular case of Fact 1.7.

Proposition 3.3 Every separable F-normed lattice has property $(\lambda)$.

4. A negative answer to Lavrič’s question (LQ)

For a Banach space $E$, we denote by $R(I, E)$ the Banach space consisting of all regular functions $f : I \to E$, equipped with the sup norm. Of course, if $E$ is a Banach lattice, so is $R(I, E)$ under the pointwise order induced from $E$.

We first prove the following.

Theorem 4.1 If a Banach space $E$ contains no isomorphic copy of $\ell_\infty$, neither does the space $R(I, E)$.

Proof. Suppose there exists an isomorphic embedding $T : \ell_\infty \to R(I, E)$. We may assume that $\|Ta\| > 1$ whenever $\|a\| = 1$. Let $m : \mathcal{P}(\mathbb{N}) \to R(I, E)$ be the associated (bounded, finitely additive) measure defined by $m(A) = T(1_A)$, and denote $f_n = T e_n$. For each $n$ choose $t_n \in I$ so that $\|f_n(t_n)\| > 1$, and define a bounded finitely additive measure $m_n : \mathcal{P}(\mathbb{N}) \to E$ by $m_n(A) = m(A)(t_n)$. Since $E$ contains no copy of $\ell_\infty$, each of the measures $m_n$ is exhaustive, that is, $m_n(A_k) \to 0$ as $k \to \infty$ for any disjoint sequence $(A_k)$ in $\mathcal{P}(\mathbb{N})$ (see [6, Thm. I.4.2]). From this it follows that the set $\{t_n : n \in \mathbb{N}\}$ is infinite. Hence, by passing to a subsequence $(t_{n_k})$, replacing $\mathbb{N}$ with $\{n_1, n_2, \ldots\}$, and relabeling, we may assume that the sequence $(t_n)$ is strictly monotone, say increasing, and converges to a point $t \in I$. Now, as each $m(A) : I \to E$ is a regular function, the limit

$$\lim_{n \to \infty} m_n(A) \equiv \lim_{n \to \infty} m(A)(t_n) = m(A)(t-)$$

exists for every $A \in \mathcal{P}(\mathbb{N})$. Hence, by the Brooks-Jewett theorem (see [4], [7], [15]), the measures $m_n$ are uniformly exhaustive. That is, whenever $(A_k)$ is a disjoint sequence in $\mathcal{P}(\mathbb{N})$, then $\lim_k m_n(A_k) = 0$ uniformly for $n \in \mathbb{N}$. In particular, $m_n(A_n) \to 0$ as $n \to \infty$. However, for $A_n = \{n\}$ we have $\|m_n(A_n)\| = \|m(A_n)(t_n)\| = \|f_n(t_n)\| > 1$ for every $n$ which is a required contradiction.

For $I$ and $E$ as above, let $R_{ic}(I, E)$ stand for the closed subspace of $R(I, E)$ consisting of those functions $f \in R(I, E)$ that are continuous from the left at each point $t \in (0, 1]$, and continuous from the right at the point 0. Obviously, if $E$ is a Banach lattice, then $R_{ic}(I, E)$ is a closed sublattice of the Banach lattice $R(I, E)$. Let’s simply write $R(I)$ and $R_{ic}(I)$ when $E = \mathbb{R}$.

And now, here’s the promised negative answer to Lavrič’s question:

Proposition 4.2 The Banach lattice $R_{ic}(I)$ contains no isomorphic copy of $\ell_\infty$, and yet there exists an increasing function $f : I \to R_{ic}(I)$ with $\|f(t) - f(u)\| = 1$ whenever $t \neq u$.

Proof. The first part follows directly from Theorem 4.1. A required function $f$ can be defined by setting $f(0) = 0$ (the zero function), and $f(t) = 1_{[0,t]}$ for $t \in (0, 1]$. \qed
Remarks 4.3 (a) In Proposition 4.2, we preferred using $R_{le}(I)$ instead of $R(I)$ because of the worth noting fact that the closed linear span of the range of the function $f$ defined in the proof is precisely $R_{le}(I)$.

(b) Note that since $R_{le}(I)$ is an AM-space with a strong unit $e = 1_I$ and such that the order interval $[-e,e]$ coincides with the closed unit ball, $R_{le}(I)$ is lattice isometric to $C(K)$ for some compact space $K$ (see [1, Thm. 10.16]). Likewise for $R(I)$. Thus there exist Banach lattices of type $C(K)$ that are counterexamples to (LQ). For some more concrete counterexamples of this type, see Remark 5.12 below.

(c) Let $E$ be any topological vector space. Then every regular function $f : I \to E$ is bounded; in fact, every sequence in $f(I)$ has a subsequence convergent in $E$. Define the space $R(I,E)$ as above, and equip it with the topology of uniform convergence on $I$. Then the same proof as above yields the following generalization of Theorem 4.1:

If $E$ has the property that every bounded finitely additive measure $m : \mathcal{P}(\mathbb{N}) \to E$ is exhaustive, then so does the space $R(I,E)$, hence $R(I,E)$ contains no copy of $\ell_\infty$.

(d) The preceding observation can be considerably generalized: Let $S$ be a set in which a class $C$ of 'convergent' sequences is distinguished so that every sequence $(t_n)$ in $S$ has a subsequence $(s_n) \in C$. Also, let $E$ be a topological vector space. Define $R(S,C,E)$ to be the vector space of functions $f : S \to E$ such that the limit $\lim_{n} f(s_n)$ exists in $E$ for every sequence $(s_n) \in C$. (All such functions are bounded.) Equip the space $R(S,C,E)$ with the topology of uniform convergence on $S$. Then an exact analogue of the result stated above holds for the space $R(S,C,E)$. One of the consequences of this is the following:

If $K$ is a sequentially compact space and $E$ is a Banach (or F-) space that contains no isomorphic copy of $\ell_\infty$, then neither does $C(K,E)$.

(e) A slight variant of the space $R_{le}(I)$ appears in an example in Corson [5] and, by the arguments used therein, $R_{le}(I)/C(I) \approx c_0(I)$. This can be applied to give an alternative proof that $R_{le}(I)$ contains no copy of $\ell_\infty$. In fact, if a Banach space $X$ contains a copy of $\ell_\infty$, and $Y$ is a closed subspace of $X$, then either $Y$ or $X/Y$ contains a copy of $\ell_\infty$, see [8].

Corson’s result also shows that property (\lambda) is not a three space property. In fact, both $C(I)$ and $c_0(I) \approx R_{le}(I)/C(I)$ have (\lambda), but $R_{le}(I)$ does not.

5. Spaces of continuous vector functions with property (\lambda)

For a compact space $K$ and a Banach lattice $E$, we denote by $C(K,E)$ the Banach lattice of all continuous functions from $K$ to $E$, with the pointwise order and supremum norm. As usual, we write simply $C(K)$ when $E = \mathbb{R}$.

Given a function $f : I \to C(K,E)$, we will often write $f(t,s)$ instead of $f(t)(s)$.

We are interested in the question which Banach lattices of the type $C(K,E)$ have property (\lambda). Clearly, if a space $C(K,E)$ has property (\lambda), so do both $C(K)$ and $E$; the converse is an open question:

Problem 2: Let $K$ be a compact space and $E$ a Banach lattice. Is it true that $C(K,E)$ has property (\lambda) if both $C(K)$ and $E$ have property (\lambda)?

In view of Lavrić’s result (L3) (or Fact 1.7, or Proposition 3.3), if $K$ is a compact metric space, then $C(K)$ has property (\lambda). However, it is not so for $K = \beta\mathbb{N}$ by (L1) (or Proposition 2.1) because $\ell_\infty \cong C(\beta\mathbb{N})$, or the spaces $K$ mentioned in Remark 4.3 (b), or the spaces $H$ and $H_0$ in Remark 5.12 below. Thus it is only natural to raise the following.
Problem 3: Find an intrinsic characterization of those compact spaces $K$ for which $C(K)$ has property $(\lambda)$.

The results proved in this section show that, for any Banach lattice with property $(\lambda)$, the class of compact spaces $K$ such that $C(K, E)$ has property $(\lambda)$ is quite large: It contains all metrizable compact spaces (Theorem 5.1), more generally—all Eberlein compacts (Theorem 5.11; see also Theorem 5.13), and arbitrary products of such spaces (Corollary 5.14). Moreover, it is closed under continuous images (Remark 5.15 (a)). However, if $C(K)$ has property $(\lambda)$ and $L$ is a closed subspace of $K$, then $C(L)$ need not have property $(\lambda)$ (see Remark 5.15 (b)).

We start with the metric case to which, as will be seen, the proofs of the other results just mentioned will be ultimately reduced.

**Theorem 5.1** If $K$ is a metrizable compact space and $E$ is a Banach lattice having property $(\lambda)$, then also the Banach lattice $C(K, E)$ has property $(\lambda)$.

**Proof.** Denote by $\rho$ a metric defining the topology of $K$, and suppose an increasing function $f : I \to C(K, E)$ has uncountably many discontinuities. Then, by Lemma 3.1 (b), for some uncountable set $D \subset (0, 1]$ and some $\varepsilon > 0$, we have $\|f(u) - f(t)\| \geq \varepsilon$ whenever $u \in D$ and $0 \leq t < u$.

Fix any $u \in D$. Then, for $0 \leq t < u$, the sets $\{s \in K : \|f(u, s) - f(t, s)\| \geq \varepsilon\}$ are compact and nonempty, and they decrease as $t$ increases. Hence the intersection $K(u)$ of all these sets is nonempty. Choose a point $s_u \in K(u)$. Clearly, $\|f(u, s_u) - f(t, s_u)\| \geq \varepsilon$ whenever $u \in D$ and $0 \leq t < u$.

Denote $L = \{s_u : u \in D\}$, and for each $s \in L$ let $D_s = \{u \in D : s_u = s\}$. Clearly, these sets are pairwise disjoint. Moreover, they are nonempty and (at most) countable. For if some $D_s$ were uncountable, then since $\|f(u, s) - f(t, s)\| \geq \varepsilon$ whenever $u \in D_s$ and $0 \leq t < u$, the increasing function $f(\cdot, s) : t \to f(t, s)$ from $I$ to $E$ would have uncountably many discontinuities, contradicting property $(\lambda)$ of $E$.

Since $D = \bigcup_{s \in L} D_s$ is uncountable, we conclude that also $L$ is uncountable. For each $s \in L$ select a point $u_s \in D_s$ and a $\delta_s > 0$ such that whenever $s', s'' \in K$ and $\rho(s', s'') < \delta_s$, then $\|f(u_s, s') - f(u_s, s'')\| < \varepsilon/4$. Since $L$ is uncountable, there are an uncountable subset $M$ of $L$ and a number $\delta > 0$ such that $\delta_s > \delta$ for all $s \in M$. Thus whenever $s \in M$, $s', s'' \in K$, and $\rho(s', s'') < \delta$, then $\|f(u_s, s') - f(u_s, s'')\| < \varepsilon/4$.

Let $s_0 \in M$ be a condensation point of $M$. Denote $M_0 = \{s \in M : \rho(s, s_0) < \delta/2\}$ and $D_0 = \{u_s : s \in M_0\}$. Now, take any distinct points $s, s' \in M_0$; we may assume of course that $u_{s'} < u_s$. Then

$$\|f(u_s, s_0) - f(u_{s'}, s_0)\| \geq \|f(u_s, s) - f(u_{s'}, s)\| - \|f(u_s, s_0) - f(u_s, s)\|$$

$$- \|f(u_{s'}, s) - f(u_{s'}, s')\| - \|f(u_{s'}, s') - f(u_{s'}, s_0)\|$$

$$> \varepsilon - \frac{3}{4}\varepsilon = \frac{1}{4}\varepsilon.$$

By Lemma 3.1, the increasing function $f(\cdot, s_0) : t \to f(t, s_0)$ from $I$ to $E$ has uncountably many discontinuities, contradicting property $(\lambda)$ of $E$. \qed
Theorem 5.2 Let $S$ be a noncompact locally compact space, $\omega S = S \cup \{\infty\}$ the one-point compactification of $S$, and $E$ a Banach lattice. Assume that for every compact subset $K$ of $S$ the Banach lattice $C(K, E)$ has property $(\lambda)$. Then also the Banach lattice $C(\omega S, E)$ has property $(\lambda)$.

Proof. Suppose $f : I \to C(\omega S, E)$ is an increasing function with uncountably many discontinuities. Then, by Lemma 3.1(c), we can find an uncountable set $D \subset I$ and some $\varepsilon > 0$ such that $\|f(t) - f(u)\| > \varepsilon$ for all distinct pairs $t, u \in D$. Moreover, we may assume that each $t \in D$ is a condensation point of $D$. Note that for each $s \in \omega S$ the function $f(\cdot, s) : I \to E$ is increasing. Since $E$ has property $(\lambda)$, $f(\cdot, \infty)$ has at most countably many discontinuities. Therefore, we may also assume that the set $D$ is chosen so that $f(\cdot, \infty)$ is continuous at each point of $D$. Fix any $t_0 \in D \cap (0,1)$ and assume, as we may, that $D \cap (t, t_0]$ is uncountable for all $0 < t < t_0$. Choose $t_i \in D \cap (0, t_0]$ so that $\|f(t_0, \infty) - f(t_i, \infty)\| < \varepsilon/3$. Let $K$ be a compact subset of $S$ such that $\|f(t_1, s) - f(t_1, \infty)\| < \varepsilon/3$ and $\|f(t_0, s) - f(t_0, \infty)\| < \varepsilon/3$ for all $s \in \omega S \setminus K$. Now, if $t, u \in D \cap [t_1, t_0]$ and $t < u$, then for all $s \in \omega S \setminus K$,

$$\|f(u, s) - f(t, s)\| \leq \|f(u, s) - f(t_1, s)\| + \|f(t_1, s) - f(t_0, s)\| + \|f(t_0, s) - f(t_0, \infty)\| < \varepsilon;$$

thus $\|f(u, s) - f(t, s)\| < \varepsilon$. But $\|f(u) - f(t)\| > \varepsilon$, so $\sup_{s \in K} \|f(u, s) - f(t, s)\| > \varepsilon$. Finally, define an increasing function $g : I \to C(K)$ by $g(t) = f(t)|K$. Then, by the above, $\|g(u) - g(t)\| > \varepsilon$ for all distinct $t, u$ from the uncountable set $D \cap [t_1, t_0]$. Hence, by Lemma 3.1, $|D(g)| > \aleph_0$, contradicting the assumption on $S$. \qed

From the preceding two results we derive the following.

Corollary 5.3 Let $S$ be a locally compact space such that every compact subspace of $S$ is metrizable, and $E$ a Banach lattice with property $(\lambda)$. Then also the Banach lattice $C(\omega S, E)$ has property $(\lambda)$.

In particular, the following holds.

Corollary 5.4 For any set $\Gamma$, if $E$ is a Banach lattice with property $(\lambda)$, then also the Banach lattice $c(\Gamma, E)$ has property $(\lambda)$.

Recall that $c(\Gamma, E)$ consists of all functions $x = (x_\gamma) : \Gamma \to E$ that have a limit “at infinity” when $\Gamma$ is regarded as a discrete topological space. That is, there exists an element $x_\infty \in E$ such that for every $\varepsilon > 0$ the inequality $\|x_\infty - x_\gamma\| > \varepsilon$ may hold only for finitely many points $\gamma \in \Gamma$. Note that then $x_\gamma = x_\infty$ on the complement of a countable subset of $\Gamma$. The norm in this space is the sup norm. Of course, $c(\Gamma, E) \cong C(\omega \Gamma, E)$.

Remark 5.5 Corollary 5.4 can be deduced directly from Theorem 5.2. Indeed, compact subspaces $K$ of the discrete space $\Gamma$ are finite, hence the assumption that the spaces $C(K, E)$ have property $(\lambda)$ is satisfied because finite products $E \times \ldots \times E$ have property $(\lambda)$ whenever $E$ has it (see Fact 1.6).
For the compact space denoted below by \( \Omega \), see [12, Examples 3.1.27 and 4.4.11].

**Corollary 5.6** Let \( \Omega \) denote the compact space of all ordinals \( \gamma \leq \omega_1 \), where \( \omega_1 \) is the first uncountable ordinal. If \( E \) is a Banach lattice with property \( (\lambda) \), then also the Banach lattice \( C(\Omega, E) \) has property \( (\lambda) \).

In some of the proofs below we will make use of the following two lemmas. The first is just a simple (but useful) observation.

**Lemma 5.7** Let \( E \) and \( F \) be a Banach lattices, and let \( f : I \to E \) and \( g : I \to F \) be increasing functions. Suppose \( \|g(r') - g(r)\| \geq \|f(r') - f(r)\| \) for all \( r, r' \) from a dense subset \( Q \) of \( I \). Then \( \|g(u) - g(t)\| \geq \|f(w) - f(v)\| \) whenever \( 0 \leq t < v < w < u \leq 1 \).

In consequence, if \( f \) has uncountably many discontinuities, so does \( g \).

**Proof.** Choose \( r, r' \in Q \) so that \( t < r < v \) and \( w < r' < u \). Then

\[
\|g(u) - g(t)\| \geq \|g(r') - g(r)\| \geq \|f(r') - f(r)\| \geq \|f(w) - f(v)\|.
\]

To finish apply Lemma 3.1.

Our second lemma is a well known fact due to Y. Mibu (1944); see [11, p. 221] and [12, 3.2.H] for more information. It is usually proved by applying the Stone-Weierstrass theorem (see, for instance, reference [7] in [11]). However, it also admits a completely elementary proof which is worth including here.

**Lemma 5.8** Let \( K \) be a compact subset of the product \( \prod_{j \in J} K_j \) of compact spaces. Then every continuous map \( f \) from \( K \) to any metric space \( Z = (Z, d) \) depends on a countable number of coordinates \( j \in J \). That is, there exists a countable subset \( J_0 \) of \( J \) such that whenever \( s', s'' \in K \) and \( s'|J_0 = s''|J_0 \), then \( f(s') = f(s'') \).

**Proof.** For each \( n \in \mathbb{N} \) there is a finite cover \( \mathcal{U}_n \) of \( K \) consisting of sets of the form \( U(s) = \bigcap_{j \in J} U_j(s_j) \) such that \( s = (s_j) \in K \), \( U_j(s_j) \) is a neighborhood of \( s_j \) in \( K_j \), the set \( J(s) := \{ j \in J : U_j(s_j) \neq K_j \} \) is finite, and \( d(f(s), f(t)) \leq 1/n \) whenever \( t \in K \cap U(s) \).

Let \( J_n \) denote the union of the sets \( J(s) \) associated with the members \( U(s) \) of \( \mathcal{U}_n \). Then the union \( J_0 \) of all these \( J_n \)'s is as required. In fact, let \( s', s'' \in K \) and \( s'|J_0 = s''|J_0 \). For each \( n \) there is a \( U(s) \) in \( \mathcal{U}_n \) such that \( s' \in U(s) \); observe that then also \( s'' \in U(s) \). Therefore, \( d(f(s'), f(s)) \leq 1/n \) and \( d(f(s''), f(s)) \leq 1/n \). In consequence, \( d(f(s'), f(s'')) \leq 2/n \). It follows that \( f(s') = f(s'') \).

**Theorem 5.9** Let \( E \) be a Banach lattice and let \( \{ K_j : j \in J \} \) be a family of compact spaces. For \( \varphi \subset J \) let \( K_\varphi = \prod_{j \in \varphi} K_j \). Assume that

\( (\ast) \) for every finite set \( \varphi \subset J \) the space \( C(K_\varphi, E) \) has property \( (\lambda) \).

Then \( C(K_J, E) \) has property \( (\lambda) \).

**Proof.** Suppose there is an increasing function \( f : I \to C(K_J, E) \) with \( |D(f)| > \aleph_0 \).

Denote by \( Q \) the set of rational numbers in \( I \). Applying Lemma 5.8 we find a countable subset \( J_0 \) of \( J \) such that \( f(r, s) = f(r, s') \) whenever \( r \in Q \), \( s, s' \in K_J \), and \( s|J_0 = s'|J_0 \).
Fix an element \( s \in K_{J \setminus J_0} \) and define a function \( g : I \rightarrow C(K_{J_0}, E) \) by \( g(t, s) = f(t, s') \)
where \( s, s' \in K_{J_0} \), and \( s' \in K_J \) is such that \( s'|J_0 = s \) and \( s'(J \setminus J_0) = \tilde{s} \).

Note that the function \( g \) is increasing and that \( f(r, s) = g(r, s|J_0) \) for \( r \in Q \) and \( s \in K_\varphi \). Also, observe that \( C(K_{J_0}, E) \) can be viewed as a sublattice of \( C(K_J, E) \) (via the embedding that assigns to each \( h \in C(K_{J_0}, E) \) the function \( h|J_0 \)). Hence, by Lemma 5.7, \( g \) has uncountably many discontinuities.

We thus may assume that the index set \( J \) is countable. In view of Lemma 3.1, there are an uncountable set \( D \subset I \) and a number \( \varepsilon > 0 \) such that \( ||f(u) - f(t)|| \geq \varepsilon \) whenever \( u \in D \) and \( 0 \leq t < u \). Then, as in the proof of Theorem 5.1, assign to each \( u \in D \) a point \( s_u \in K_J \) so that \( \varepsilon \leq ||f(u, s_u) - f(t, s_u)|| \geq \varepsilon \) whenever \( u \in D \) and \( 0 \leq t < u \).

Denote \( L = \{s_u : u \in D\} \) and, for each \( s \in L \), let \( D_s = \{u \in D : s_u = s\} \). Clearly, these sets are pairwise disjoint. Moreover, they are nonempty and (at most) countable. For if some \( D_s \) is uncountable, then \( ||f(u, s) - f(t, s)|| \geq \varepsilon \) whenever \( u \in D_s \) and \( 0 \leq t < u \). In consequence, the increasing function \( f(\cdot, s) : t \rightarrow f(t, s) \) from \( I \) to \( E \) has uncountably many discontinuities, contradicting property \((\lambda)\) of \( E \).

Since \( D = \bigcup_{s \in L} D_s \) is uncountable, we conclude that also \( L \) is uncountable. For each \( s \in L \) select a point \( u_s \in D_s \). Next, by the (uniform) continuity of the function \( f(u_s) \), choose a finite set \( \varphi \subset J \) such that whenever \( s', s'' \in K_J \) and \( s'|\varphi = s''|\varphi, \) then \( ||f(u_s, s') - f(u_s, s'')|| < \varepsilon/3 \). Since \( L \) is uncountable, there are an uncountable subset \( M \) of \( L \) and a finite set \( \varphi \subset J \) such that \( \varphi = \varphi \) for all \( s \in M \). Thus whenever \( s, s' \in M \), and \( s'|\varphi = s''|\varphi \), then \( ||f(u_s, s') - f(u_s, s'')|| < \varepsilon/3 \).

Fix a point \( \tilde{s} \in K_{J \setminus \varphi} \), and for every \( s \in K_\varphi \) denote by \( s' \) the point in \( K_J \) such that \( s'|\varphi = s \) and \( s'(J \setminus \varphi) = \tilde{s} \). Define an increasing function \( h : I \rightarrow C(K_\varphi, E) \) by \( h(t, s) = f(t, s') \). Take any distinct \( s_1, s_2 \in M \), and assume that \( u_{s_1} < u_{s_2} \). Then, writing \( \sigma_k \) for \( s_k|\varphi \) (\( k = 1, 2 \)), we have
\[
h(u_{s_2}, \sigma_2) - h(u_{s_1}, \sigma_2) = f(u_{s_2}, \sigma_2') - f(u_{s_1}, \sigma_2')
= [f(u_{s_2}, \sigma_2') - f(u_{s_2}, s_2)] + [f(u_{s_2}, s_2) - f(u_{s_1}, s_2)]
+ [f(u_{s_1}, s_2) - f(u_{s_1}, \sigma_2')],
\]
hence
\[
||h(u_{s_2}, \sigma_2) - h(u_{s_1}, \sigma_2)|| \geq ||f(u_{s_2}, s_2) - f(u_{s_1}, s_2)|| - ||f(u_{s_2}, \sigma_2') - f(u_{s_2}, s_2)||
- ||f(u_{s_1}, s_2) - f(u_{s_1}, \sigma_2')|| > \varepsilon/3.
\]
Thus \( ||h(u_{s_2}) - h(u_{s_1})|| > \varepsilon/3 \) for all distinct \( s_1, s_2 \in M \). In consequence, the function \( h \) has uncountably many points of discontinuity, which contradict the assumption \((\ast)\).

The assumption \((\ast)\) in the preceding theorem suggests the following problem (which is of course a special case of Problem 2).

**Problem 4:** Is it true that if \( K_1, K_2 \) are compact spaces such that both \( C(K_1) \) and \( C(K_2) \) have property \((\lambda)\), then so does \( C(K_1 \times K_2) \)? The same for the spaces of continuous \( E \)-valued functions, where \( E \) is a Banach lattice with property \((\lambda)\).

**Remark 5.10** Let \( E \) be a Banach lattice. If \( K_1 \) is a metrizable compact space and \( K_2 \) is a compact space for which \( C(K_2, E) \) has property \((\lambda)\), then \( C(K_1 \times K_2, E) \) has property \((\lambda)\). To see this, note that \( C(K \times K_2, E) \cong C(K_1, C(K_2, E)) \) and apply Theorem 5.1.
Recall that a compact space that is homeomorphic to a weakly compact set in some Banach space is called an Eberlein compact; see [3] and [17] for more information. Every metrizable compact space $K$ is an Eberlein compact; in fact, it is even isometric to a norm compact subset of $C(I)$.

**Theorem 5.11** Let $K$ be an Eberlein compact. If a Banach lattice $E$ has property $(\lambda)$, so does the space $C(K, E)$.

**Proof.** Suppose there is an increasing function $f : I \to C(K, E)$ with $|D(f)| > \aleph_0$.

By a theorem of Amir and Lindenstrauss [3], we may assume that $K$ is a weakly compact subset of the Banach space $c_0(\Gamma)$ for some $\Gamma$. Then, in particular, $K$ is a compact subspace of the product space $[a, b]^{\Gamma}$ for some $[a, b] \subseteq \mathbb{R}$.

Denote by $Q$ the set of rational numbers in $I$. By Lemma 5.8, there exists a countable subset $A$ of $F$ such that $f(r, s) = f(r, s')$ whenever $r \in Q$, $s, s' \in K$, and $s|A = s'|A$. Let $K_A = \{s|A : s \in K\}$. It is easily verified that $K_A$ is a (sequentially) weakly compact subset of the Banach space $c_0(\Delta) \cong c_0$. It follows that $K_A$ is a metrizable compact space. Hence, by Theorem 5.1, $C(K_A, E)$ has property $(\lambda)$.

To get a contradiction, select for each $s \in K_A$ a point $s' \in K$ so that $s'|\Delta = s$, and then define a function $g : I \to C(K_A, E)$ by $g(t, s) = f(t, s')$. Note that if $t < u$ and $s \in K_A$, then $g(t, s) = f(t, s') \leq f(u, s') = g(u, s)$. Thus $g$ is increasing and $f(r, s) = g(r, s|\Delta)$ for $r \in Q$ and $s \in K$. By Lemma 5.7, $g$ has uncountably many discontinuities, which is a desired contradiction. \qed

**Remark 5.12** As is well known, Eberlein compacts are sequentially compact. However, in general it is not true that if $K$ is a compact and sequentially compact space, then $C(K)$ has property $(\lambda)$. In fact, even additional assumptions on $K$ like separability and the first axiom of countability will not force $C(K)$ to have property $(\lambda)$.

We will see that this is the case for $K = H$, the Helly space, that is, the compact space consisting of all nondecreasing functions $x : I \to I$ equipped with the pointwise convergence topology. It is known (see e.g. [13, Exerc. to Ch. V]) that $H$ is nonmetrizable, separable, and sequentially compact; in fact, each of its points has a countable base of neighborhoods. Now, define a function $f : I \to C(H)$ by $f(t)(x) = x(t)$ ($t \in I, x \in H$). Clearly, $f$ is nondecreasing. Take any $t, u \in I$ with $u < t$, any $v \in (u, t)$, and let $x$ be the characteristic function of the interval $[v, 1]$. Then $f(t)(x) = 1$ while $f(u)(x) = 0$ and it follows that $\|f(t) - f(u)\| = 1$. Thus $f$ is discontinuous at each point of $I$.

Observe that that also for the closed subspace $H_0$ of $H$, consisting of functions with values in $\{0, 1\}$, the function $t \to f(t)|H_0$ shows that the Banach lattice $C(H_0)$ fails to have property $(\lambda)$.

It has been recently shown by A. Michalak that for each nonmetrizable closed subset $K$ of $H$ the space $C(K)$ lacks property $(\lambda)$. Note that, by the result stated at the end of Remark 4.3 (d), none of these spaces $C(K)$ can contain a copy of $\ell_\infty$. Thus these spaces provide additional counterexamples to (LQ). \qed

The following result has been inspired by some comments about an earlier version of this paper made by A. Michalak.
Theorem 5.13 Let $K$ be a compact space in which every separable subspace is metrizable. Then, if a Banach lattice $E$ has property $(\lambda)$, so does the Banach lattice $C(K, E)$.

Proof. Suppose there is an increasing function $f : I \to C(K, E)$ with $|D(f)| > \aleph_0$.

Let $Q$ denote the set of rationals in $I$. For each pair $r, r'$ of distinct points in $Q$ choose a point $s_{r,r'} \in K$ so that $|f(r) - f(r')| = ||f(r, s_{r,r'}) - f(r', s_{r,r'})||$, and let $K_0$ denote the closure of the set of all these points $s_{r,r'}$. By the assumption on $K$, the subspace $K_0$ is metrizable. Therefore, by Theorem 5.1, the space $C(K_0, E)$ has property $(\lambda)$.

On the other hand, consider the function $g : I \to C(K_0, E)$ defined by $g(t) = f(t)|K_0$. Clearly, Lemma 5.7 is applicable and shows that $|D(g)| > \aleph_0$. A contradiction. □

Note that Eberlein compacts have the property imposed on $K$ in the above result. Hence Theorem 5.11 is a direct consequence of Theorems 5.1 and 5.13.

Since finite products of Eberlein compacts are Eberlein compacts, from Theorems 5.9 and 5.11 the following is immediate.

Corollary 5.14 If a compact space $K$ is the product of a family of Eberlein compacts, then for every Banach lattice $E$ with property $(\lambda)$ the space $C(K, E)$ has property $(\lambda)$.

In particular, it is so for the products of metrizable compact spaces (which is also a direct consequence of Theorems 5.1 and 5.9). Moreover, in view of Theorem 5.13, an analogous result holds for the products where each factor is a compact space all of whose separable subspaces are metrizable.

Remarks 5.15 (a) If $C(K, E)$ has property $(\lambda)$ and a compact space $K'$ is a continuous image of $K$ by a map $\varphi$, then also $C(K', E)$ has property $(\lambda)$. It is so because then $C(K', E)$ embeds in $C(K, E)$ via the composition operator associated with $\varphi$. From this and Corollary 5.14 it follows, for example, that if $K$ is a dyadic space (see [12]) and $E$ is a Banach lattice with property $(\lambda)$, then also $C(K, E)$ has $(\lambda)$.

(b) It is not true that if a Banach lattice $E$ has property $(\lambda)$ and $F$ is a closed ideal in $E$, then the Banach lattice $E/F$ has property $(\lambda)$. In fact, let $K = [0, 1]^I$. Then, by Corollary 5.14, $C(K)$ has $(\lambda)$, while $C(H)$, where $H \subset K$ is the Helly space, does not (see Remark 5.12). To finish note that, thanks to the Urysohn-Tietze extension theorem, $C(H) \cong C(K)/F$, where $F = \{x \in C(K) : x|H = 0\}$. □

6. Spaces of measurable vector functions with property $(\lambda)$

Theorem 6.1 Let $(S, \Sigma, \mu)$ be a measure space and $E$ a Banach lattice with property $(\lambda)$. Then also $L_p(S, \Sigma, \mu, E)$, $1 \leq p < \infty$, has property $(\lambda)$.

Proof. We may assume that $\mu$ is complete so that Bochner $\mu$-measurable functions from $S$ to $E$ coincide with those that are Borel measurable and $\mu$-almost separable-valued.

Let $f : I \to L_p(\mu, E)$ be an increasing function; we may assume that $f(0) = 0$. Since $0 \leq f(t) \leq f(1)$ and $f(1)$ has a support of $\sigma$-finite $\mu$-measure, we may also assume that $\mu$ is $\sigma$-finite. Furthermore, it is easy to reduce the proof that $f$ may have only countably many discontinuities to the case where $\mu$ is finite. Thus in what follows we shall assume that $\mu$ is a probability measure.
Suppose \( f \) has uncountably many discontinuities, and denote by \( Q \) the set of rational numbers in \( I \). Then there exists a countably generated sub-\( \sigma \)-algebra \( A \) of \( \Sigma \) such that \( f(r) \) is \( A \)-measurable for each \( r \in Q \). Define a function \( g : I \to L_p(S, A, \mu; E) \) by
\[
g(t) = E(f(t) \mid A), \quad t \in I.
\]
Note that \( g \) is increasing and that \( g(r) = f(r) \) for \( r \in Q \). Hence, according to Lemma 5.7, \( g \) must have uncountably many discontinuities. Hence, by Lemma 3.1, there exist an uncountable set \( D \subset I \) and \( \varepsilon > 0 \) such that \( \|g(u) - g(t)\|_p \geq \varepsilon \) for all distinct \( t,u \in D \).

Fix an increasing sequence \( (A_n) \) of finite subalgebras of \( A \) such that \( A \) is the smallest \( \sigma \)-algebra containing all the \( A_n \)'s. Note that for all \( h \in L_p(S, A, \mu; E) \), see [6, Cor. V.2.2]. For \( u \in D \) and \( n \in \mathbb{N} \) let \( g_n(u) = E(g(u) \mid A_n) \). By the preceding observation, for each \( u \in D \) there is \( n(u) \in \mathbb{N} \) such that \( \|g(u) - g_n(u)\|_p < \varepsilon/3 \). Since \( D \) is uncountable, it has an uncountable subset \( D_0 \) such that \( n(u) = m \) for all \( u \in D_0 \) and some \( m \in \mathbb{N} \). Then it is easily seen that for all distinct \( t,u \in D_0 \),
\[
\|g_m(u) - g_m(t)\|_p > \varepsilon/3.
\]
Hence the increasing function \( g_m : I \to L_p(S, A_m, \mu; E) \) has uncountably many discontinuities. However, as the algebra \( A_m \) is finite, the space \( L_p(S, A_m, \mu; E) \) is isomorphic to a finite product \( E \times \ldots \times E \) which obviously has property (\( \lambda \)). A contradiction.

\[\square\]

**Remarks 6.2**  
(a) In particular, if a Banach lattice \( E \) has property (\( \lambda \)), then so does the Banach lattice \( l_p(F, E) \) for \( 1 \leq p < \infty \) and any set \( F \). A direct proof of this is much simpler than that of Theorem 6.1.

Suppose \( f = (f_t) : I \to l_p(F, E) \) is an increasing function with \( |D(f)| > \aleph_0 \). Then there are an uncountable set \( D \subset I \) and \( \varepsilon > 0 \) such that \( \|f(u) - f(t)\|_p > \varepsilon \) for all distinct \( t,u \in D \). Assume \( f(0) = 0 \), and choose a finite set \( A \subset \Gamma \) such that \( \|f(1)1_{\Gamma \setminus A}\|_p < \varepsilon/3 \). Then also \( \|f(t)1_{\Gamma \setminus A}\|_p < \varepsilon/3 \) for all \( t \in I \). Consider the function \( g : I \to l_p(A, E) \) defined by \( g(t) = f(t)1_A \). It is obviously increasing and, as easily verified, \( \|g(u) - g(t)\|_p > \varepsilon/3 \) for all distinct \( t,u \in D \). Hence \( g \) has uncountably many discontinuities which is impossible because \( l_p(A, E) \) is isomorphic to a finite product \( E \times \ldots \times E \) and thus has property (\( \lambda \)).

The result stated above can be generalized replacing \( l_p(\Gamma, E) \) by any solid \( F \)-space \( L \subset R^\Gamma \) with an order continuous \( F \)-norm \( \|\cdot\|_L \). That is, whenever \( a = (a_\gamma) \in L \), then for every \( \varepsilon > 0 \) there is a finite set \( A \subset \Gamma \) with \( \|a1_{\Gamma \setminus A}\|_L < \varepsilon \).

(b) Theorem 6.1 can be extended to Banach lattices \( F \) consisting of Bochner measurable functions from \( S \) to a Banach lattice \( E \) and such that \( F \) satisfies the conditions listed in [9, Thm. 3.2]; in particular, to Banach lattices \( F = L(E) \), where \( L \) is a Köthe function space with order continuous norm. We give an outline of the proof:

Assume \( E \) satisfies (\( \lambda \)), and let \( f : I \to F \) be an increasing function with \( |D(f)| > \aleph_0 \) and \( f(0) = 0 \). Since \( f(1) \) has a support of \( \sigma \)-finite measure and the norm of \( F \) is absolutely continuous, there is \( A \in \Sigma \) with \( 0 < \mu(A) < \infty \) such that \( k = f(1)1_A \in L_1(\mu; E) \) and the increasing function \( f_A : I \to F_A = \{h1_A : h \in F \} \), defined by \( f_A(t) = f(t)1_A \), has uncountably many discontinuities. Now, on the order interval \( [0,k] \subset F_A \) the \( L_1 \)-norm is stronger than that induced from \( F \). In consequence, \( f_A : I \to L_1(\mu, E) \) has uncountably many discontinuities, contradicting case \( p = 1 \) of Theorem 6.1.
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In this paper we present some general method of reasoning, which provides a proof of Gowers’ dichotomy, as well as direct proofs of particular cases of the dichotomy for different types of unconditional-like basic sequences. This method generalizes the proof of the particular case of Gowers’ dichotomy given by Maurey.
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1. INTRODUCTION

W.T. Gowers proved in [3] a dichotomy for sets of finite block sequences in Banach spaces, a Ramsey-type theorem which has important applications in the theory of Banach spaces.

The special case of Gowers’ dichotomy, given in [3], claims that every Banach space contains either an unconditional basic sequence or a HI space (in which no closed infinitely dimensional subspace is a direct sum of two closed infinitely dimensional subspaces). Let us recall that Gowers and Maurey gave an example of a space containing no unconditional sequences (in fact a HI space), solving the unconditional basic sequence problem [5]. The special case of Gowers’ dichotomy, mentioned above, combined with the result of Komorowski and Tomczak-Jaegermann [6] brings a positive solution to the homogeneous Banach problem: a Banach space isomorphic to all its closed infinitely dimensional subspaces is isomorphic to a Hilbert space. Later on Gowers generalized the dichotomy to analytic sets of infinite block sequences and gave further applications to the classification of Banach spaces [4].

In this paper we present dichotomies concerning different types of unconditional-like sequences and geometric properties of convex sets in Banach spaces. We provide also another proof of the abstract Gowers’ dichotomy for finite block sequences.

Let $E$ be a Banach space. Denote by $G(E)$ the family of all infinitely dimensional and closed subspaces of $E$, by $F(E)$ - the family of finitely dimensional subspaces of $E$.

Denote by $B_E$ the closed unit ball, by $S_E$ - the unit sphere of $E$. Given a set $A \subseteq E$ by $\text{span}(A)$ (resp. $\overline{\text{span}}(A)$) denote the vector subspace (resp. the closed vector subspace) spanned by $A$. We will denote by $\Theta$ the origin in the space $E$ in order to distinct it from the number zero.
Assume now that \( E \) is a Banach space with a basis \( \{e_n\}_{n=1}^{\infty} \). A support of a vector \( x = \sum_{n=1}^{\infty} x_n e_n \) is the set \( \text{supp} \ x = \{n \in \mathbb{N} : x_n \neq 0\} \). We use notation \( x < y \) for \( x, y \in E \), if every element of \( \text{supp} \ x \) is smaller than every element of \( \text{supp} \ y \), and \( n < x \) (resp. \( n > x \)) for \( x \in E, n \in \mathbb{N} \), if every element of \( \text{supp} \ x \) is greater (resp. is less) than \( n \). A block sequence with respect to \( \{e_n\} \) is any sequence of non-zero finitely supported vectors \( x_1 < x_2 < \ldots \), a block subspace - a closed subspace spanned by a block sequence.

We will work on a special class of block subspaces spanned by a dense subset of \( E \). By \( Q \) denote the vector space over \( \mathbb{Q} \), the set of rational numbers, if \( E \) is a real Banach space, or over \( \mathbb{Q} + i\mathbb{Q} \), if \( E \) is a complex Banach space, spanned by the basis \( \{e_n\} \). Obviously \( Q \) is a countable dense set in \( E \).

By \( G_\bullet(E) \) denote the family of all infinitely dimensional block subspaces spanned by block sequences of vectors from the set \( Q \). By \( F_\bullet(E) \) denote the family of all finitely dimensional subspaces spanned by vectors from \( Q \). Given a subspace \( M \in G_\bullet(E) \) put

\[
G_\bullet(M) = G_\bullet(E) \cap G(M), \quad F_\bullet(M) = F_\bullet(E) \cap F(M)
\]

2. THE "STABILIZING" LEMMA

Let \( E \) be a Banach space. Define a quasi-ordering relation on the family \( G(E) \): for subspaces \( L, M \in G(E) \) write \( L \leq M \) iff there exists a finitely dimensional subspace \( F \) of \( E \) such that \( L \subset M + F \). In our consideration we use a simple observation: for any subspaces \( L, M \in G(E) \) satisfying \( L \leq M \) we have \( L \cap M \in G(M) \).

We present now the Lemma which will form a useful tool in our argumentation. In the proof we generalize the argumentation given in the proof of some properties of "zawada" (Lemma 1.21) in [15], which uses a standard now diagonalization.

**Lemma 2.1** Let \( E \) be a Banach space. Let \( \tau \) be a mapping defined on the family \( G(E) \) with values in the family \( 2^\Sigma \) of subsets of some countable set \( \Sigma \).

If the mapping \( \tau \) is monotone with regard to the relation \( \leq \) in \( G(E) \) and the inclusion \( \subset \) in \( 2^\Sigma \), ie.

\[
\forall N, M \in G(E) : \quad N \leq M \implies \tau(N) \subset \tau(M),
\]

then there exists a subspace \( M \in G(E) \) which is stabilizing for \( \tau \), ie.

\[
\forall L \in G(M) : \quad \tau(L) = \tau(M).
\]

**Proof.** Suppose that for any subspace \( N \in G(E) \) there is a subspace \( L \leq N \) such that 
\( \tau(L) \subset \tau(N) \), \( \tau(L) \neq \tau(N) \). We will construct a transfinite sequence \( \{L_\xi\}_{\xi<\omega_1} \subset G(E) \), where \( \omega_1 \) is the first uncountable ordinal, such that

\[
\xi < \eta \implies L_\xi \leq L_\eta, \quad \tau(L_\eta) \subset \tau(L_\xi), \quad \tau(L_\eta) \neq \tau(L_\xi)
\]

For \( \xi = 0 \) put \( L_0 = E \). Take an ordinal number \( \xi < \omega_1 \) and assume that we have defined subspaces \( L_\eta \) for \( \eta < \xi \). We consider two cases:

1. \( \xi \) is of the form \( \eta + 1 \). Then by our hypothesis there exists a subspace \( L_\xi \subset L_\eta \) such that \( \tau(L_\xi) \subset \tau(L_\eta) \), \( \tau(L_\xi) \neq \tau(L_\eta) \).

For \( \xi = 0 \) put \( L_0 = E \). Take an ordinal number \( \xi < \omega_1 \) and assume that we have defined subspaces \( L_\eta \) for \( \eta < \xi \). We consider two cases:

1. \( \xi \) is of the form \( \eta + 1 \). Then by our hypothesis there exists a subspace \( L_\xi \subset L_\eta \) such that \( \tau(L_\xi) \subset \tau(L_\eta) \), \( \tau(L_\xi) \neq \tau(L_\eta) \).
2. $\xi$ is a limit ordinal number. Since $\xi < \omega_1$, $\xi$ is a limit of some increasing sequence $\{\xi_n\}$ of ordinal numbers.

By the induction hypothesis we have that the sequence $\{L_{\xi_n}\}$ is decreasing with respect to the relation $\leq$ and the sequence $\{\tau(L_{\xi_n})\}$ is strictly decreasing with respect to the inclusion.

By the monotonicity of the sequence $\{L_{\xi_n}\}$ we have $L_{\xi_1} \cap \ldots \cap L_{\xi_n} \in \mathcal{G}(E)$, $n \in \mathbb{N}$. Choose by induction a basic sequence $\{a_n\}$ such that $a_n \in L_{\xi_1} \cap \ldots \cap L_{\xi_n}$, $n \in \mathbb{N}$, and put $L_{\xi} = \text{span}\{a_n\}_{n \in \mathbb{N}}$. Then obviously $L_{\xi} \preceq L_{\xi_n}$ for $n \in \mathbb{N}$, thus $\tau(L_{\xi}) \subset \tau(L_{\xi_n}) \subset \tau(L_{\xi_{n-1}})$, therefore also $\tau(L_{\xi}) \neq \tau(L_{\xi_n})$ for $n \in \mathbb{N}$, which ends the construction.

Hence we have constructed an uncountable family $\{T(L_{\xi})\}_{\xi < \omega_1}$ of strongly decreasing (with respect to the inclusion) subsets of the set $\Sigma$, which contradicts the countability of $\Sigma$.

Remark 2.2 Let $E$ be a Banach space with a basis. Notice that Lemma 2.1 holds also for the family of all block subspaces or the family $\mathcal{G}_\bullet(E)$. Indeed, one can repeat the reasoning from the proof above picking, where appropriate, vectors with finite support or from the set $Q$ which form a block sequence.

3. GOWERS’ DICHOTOMY FOR FINITE SEQUENCES

We describe now Gowers game [3,4]. Let $E$ be a Banach space with a basis $\{g_n\}$. Given a subset $A \subset E$ let $\Sigma(A)$ be the set of all finite block sequences contained in $B_E \cap A$.

Given a set $\sigma \subset \Sigma(E)$ we define Gowers game of two players, $S$ and $P$, in the following way: in the first step player $S$ picks a block subspace $L_1 \in \mathcal{G}(E)$, then player $P$ picks a vector $x_1 \in B_{L_1}$. In the second step player $S$ picks a block subspace $L_2 \in \mathcal{G}(E)$, then player $P$ a vector $x_2 \in B_{L_2}$. They continue in this way choosing alternately block subspaces (player $S$) and vectors (player $P$). We say that player $P$ wins the game, if at some stage the sequence of vectors chosen by $P$ belongs to $\sigma$. If it never happens player $S$ wins.

By a strategy of player $S$ we mean a method of picking subspaces, defined for all possible choices of player $P$, i.e. a fixed strategy $S$ of player $S$ is an inductively defined function which indicates the subspace to be chosen by player $S$ in the first move, and associates with any sequence of vectors $x_1, \ldots, x_n$ chosen by player $P$ in the first $n$ moves, during which player $S$ applied the strategy $S$, a subspace $L_{n+1} = S(x_1, \ldots, x_n)$ to be chosen by player $S$ in the $(n + 1)$—th move. A strategy of player $P$ is defined analogously; a strategy $P$ of player $P$ is a function which, for any $n \in \mathbb{N}$, associates with every sequence of vectors $x_1, \ldots, x_n$ chosen by player $P$ according to $P$ in the first $n$ moves and subspace $L_{n+1}$ chosen by $S$ in the $(n + 1)$—th move, a vector $x_{n+1} = P(x_1, \ldots, x_n, L_n)$ to be chosen by $P$ in the $(n + 1)$—th move. We say that a strategy of player $S$ (resp. $P$) is winning, if applying it player $S$ (resp. $P$) wins every game.

Given a set $\sigma \subset \Sigma(E)$ and a sequence of positive scalars $\Delta = \{\delta_i\}$, by $\sigma_\Delta$ denote the ”$\Delta$—envelope” of the set $\sigma$ in the set $\Sigma(E)$:

$$
\sigma_\Delta = \{ \{x_1, \ldots, x_n\} \in \Sigma(E) : \exists \{y_1, \ldots, y_n\} \in \sigma : \|x_i - y_i\| < \delta_i, i = 1, \ldots, n \}
$$

Given a set $\sigma \subset \Sigma(E)$ and vectors $x_1, \ldots, x_n \in E$ put

$$
\sigma(x_1, \ldots, x_n) = \{ \{y_1, \ldots, y_m\} \in \Sigma(E) : \{x_1, \ldots, x_n, y_1, \ldots, y_m\} \in \sigma \}
$$
**Theorem 3.1** Gowers' dichotomy, [3]

Fix a set $\sigma \subset \Sigma(E)$ and a sequence $\Delta$ of positive scalars. Then there exists a block subspace $E_1 \in G(E)$ such that either $\sigma \cap \Sigma(E_1) = \emptyset$ or player $P$ has a winning strategy for $\sigma_\Delta$ in Gowers game restricted to $E_1$.

A set $\sigma \subset \Sigma(E)$ satisfying for any sequence $\Delta$ the assertion of Gowers' dichotomy is called weakly-Ramsey. An open question concerns the class of weakly-Ramsey sets of infinite block sequences. Gowers [4] proved that analytic sets (in the product norm topology) of infinite block sequences are weakly-Ramsey.

When dealing with this property it could be useful to concern a certain weaker property, i.e. the determinacy of the game. A set $\sigma$ of block sequences is called determining if for any sequence $A$ of positive scalars there exists a block subspace of $E$ in which either player $S$ has a winning strategy for the set $\sigma$ or player $P$ has a winning strategy for the set $\sigma_\Delta$. This question can be reduced to the one concerning the game, which we will call Mycielski-Steinhaus game in order to distinguish it from Gowers game, which is easier to deal with.

Fix a set $X$ and a set $\tilde{\sigma} \subset X^N$ of infinite sequences of elements of $X$. By Mycielski-Steinhaus game for $X$ and $\tilde{\sigma}$ we mean an infinite game of two players $\tilde{S}$ and $\tilde{P}$, picking alternately elements of the set $X$. The result of a game is a sequence $\{x_1, x_2, \ldots\}$, whose odd elements were chosen by player $\tilde{P}$, and even elements - by player $\tilde{S}$. Each of players in every move knows the set $X$, $\tilde{\sigma}$ and previously chosen elements. Player $\tilde{P}$ wins if $\{x_1, x_2, \ldots\} \in \tilde{\sigma}$, player $\tilde{S}$ wins if $\{x_1, x_2, \ldots\} \notin \tilde{\sigma}$.

**Proposition 3.2** ([8], Thm 1.1.1, Thm 1.1.2, Prop. 6.3.1) For any set $\sigma$ of block sequences there exists a set $\tilde{\sigma} \subset Q^N$ such that if player $\tilde{S}$ (resp. $\tilde{P}$) has a winning strategy in Mycielski-Steinhaus game for sets $X = Q$ and $\tilde{\sigma}$ then player $S$ (resp. $P$) has a winning strategy in Gowers game for the set $\sigma$ (resp. $\sigma_\Delta$).

If, in addition, the set $\sigma$ contains only finite sequences then the set $\tilde{\sigma}$ can be chosen to be open in the space $Q^N$ endowed with the product topology of the discrete topology.

The problem of determinacy of Mycielski-Steinhaus game has been extensively studied. By standard results Mycielski-Steinhaus game is determined for open subsets [2] and borel subsets [9] of the set $X^N$ endowed with the product topology of the discrete topology, where $X$ is a countable set. Mycielski and Steinhaus introduced the following

**Axiom of determinacy (AD)** [11] Mycielski-Steinhaus game for any countable set $X$ and any set $\tilde{\sigma} \subset X^N$ is determined, i.e. one of players has a winning strategy.

This axiom contradicts the axiom of choice, but implies the countable axiom of choice which is sufficient for the large number of applications. Gowers, using the axiom of choice, proved that for any Banach space $E$ there exists a set $\sigma$ of infinite block sequences that is not determining (Theorem 8.1, [4]), hence with the axiom of choice assumed, not every set is weakly-Ramsey. By Proposition 3.2, with AD assumed, every set of block sequences in a Banach space is determining. However, after dealing with determinacy of a given set $\sigma$ to obtain the weakly-Ramsey property it remains to show that if for a fixed sequence $\Delta$ player $S$ has a winning strategy in every block subspace for the set $\sigma_\Delta$, then the set $\sigma$ misses completely some block subspace.
Remarks on Gowers’ dichotomy

Generalizing the method of Maurey’s proof of Gowers’ dichotomy for unconditional sequences [10] we prove the following

**Theorem 3.3** For any set \( \sigma \subset \Sigma(E) \) and any sequence \( \Delta = \{ \delta_i \}_i \) of positive scalars there exists a block subspace \( E_1 \subset G(E) \) such that either \( \sigma \cap \Sigma(E_1) = \emptyset \) or player S does not have a winning strategy for \( \sigma_\Delta \) in Gowers game restricted to \( E_1 \).

Notice that by the result of determinacy of Mycielski-Steinhaus game for open sets and Proposition 3.2 this reasoning provides a version of the proof of Gowers’ dichotomy for finite block sequences.

**Proof of Theorem 3.3.** Fix a set \( \sigma \subset \Sigma(E) \) and a sequence \( \Delta = \{ \delta_i \}_i \) of positive scalars.

Put \( \Delta_m = \{ \delta_i/2^m \}_i \) for \( m \in \mathbb{N} \). Given a block subspace \( M \subset G(E) \) define the set \( \tau(M) \subset \Sigma(E) \times \mathbb{N} \) in the following way: the system \( (x_1, \ldots, x_n; m) \in \Sigma(E) \times \mathbb{N} \) belongs to \( \tau(M) \) iff player S has a winning strategy for \( \sigma_{\Delta_m}(x_1, \ldots, x_n) \) in Gowers game restricted to \( M \). Obviously, if \( k < s \) and \( (x_1, \ldots, x_n; k) \in \tau(M) \), then \( (x_1, \ldots, x_n; s) \in \tau(M) \).

In order to apply Lemma 2.1 we consider a countable set. Put \( \tau_*(M) = \tau(M) \cap \Sigma(\mathbb{Q}) \). Obviously if \( N \leq L \) then \( \tau_*(N) \subset \tau_*(L) \), thus by Lemma 2.1 applied to the set \( \Sigma(\mathbb{Q}) \) there exists a block subspace \( E_0 \subset G(E) \) which is stabilizing for the mapping \( \tau_* \).

We restrict now our consideration to the subspace \( E_0 \).

Given a system \( (x_1, \ldots, x_n; m) \in \tau(E_0) \) by \( S_m(x_1, \ldots, x_n) \) denote the set of all block subspaces that can be chosen by player S according to some winning strategy in the first move of Gowers game restricted to \( E_0 \) for the set \( \sigma_{\Delta_m}(x_1, \ldots, x_n) \).

Notice that any sequences \( \{u_1, \ldots, u_n\}, \{v_1, \ldots, v_n\} \in \Sigma(E) \) satisfy for any \( m \in \mathbb{N} \) the following: if \( \{u_1, \ldots, u_n\} \not\subset \sigma_{\Delta_m} \) and \( ||u_i - v_i|| < \delta_i/2^{m+1} \) for \( i = 1, \ldots, n \), then \( \{v_1, \ldots, v_n\} \not\subset \sigma_{\Delta_{m+1}} \).

Hence the following Lemma is true:

**Lemma 3.4** For any sequences \( \{x_1, \ldots, x_n\}, \{y_1, \ldots, y_n\} \in \Sigma(E_0) \) and \( m \in \mathbb{N} \) satisfying

\[
(x_1, \ldots, x_n; m) \in \tau(E_0), \quad ||x_i - y_i|| < \delta_i/2^{m+1} \quad \text{for} \quad i = 1, \ldots, n
\]

we have \( (y_1, \ldots, y_n; m+1) \in \tau(E_0) \) and \( S_m(x_1, \ldots, x_n) \subset S_{m+1}(y_1, \ldots, y_n) \).

This Lemma means that a subspace ”winning” for player S in Gowers game for the envelope of a set given by a sequence \( \{x_1, \ldots, x_n\} \) is also ”winning” in the game for a somewhat smaller envelopes of sets given by sequences which are close to \( \{x_1, \ldots, x_n\} \).

Lemma 3.4 and the denseness of \( \mathbb{Q} \) in \( E \) imply some sort of stabilization of the mapping \( \tau \) on the subspace \( E_0 \):

**Lemma 3.5** If \( (x_1, \ldots, x_n; m) \in \tau(E_0) \) then for any block subspace \( L \subset G(E_0) \) holds

\[
(x_1, \ldots, x_n; m + 2) \in \tau(L)
\]

Notice that if player S has a winning strategy in \( E_0 \) then by the above Lemma he has large freedom in choosing ”winning” subspaces, ie. given by some winning strategies of player S.

Now we consider the dichotomy: either \( (\Theta; 1) \in \tau(E_0) \) (ie. player S has a winning strategy for \( \sigma_\Delta \) in \( E_0 \)) or \( (\Theta; 1) \not\in \tau(E_0) \). If the second statement holds put \( E_1 = E_0 \).
Assume the first case occurs. We construct a block subspace $E_1$ satisfying $\sigma \cap \Sigma(E_1) = \emptyset$, which will finish the proof of the Theorem. In order to achieve it we will choose a block sequence spanning a suitable subspace, applying Lemma 3.5, Lemma 3.4 and the compactness of sets of the form $\Sigma(F)$, where $F$ is a finitely dimensional subspace, in its natural topology. However the idea of the construction is simple, it requires some calculation.

We construct by induction a decreasing (with respect to the inclusion) sequence of block subspaces $\{L_n\}$ and a block sequence $\{e_n\}$ satisfying the following conditions:

1. $\Sigma_n \times \{3n\} \subset \tau(E_0)$, where $\Sigma_n = \Sigma(\text{span}\{e_1, \ldots, e_n\})$ for $n \in \mathbb{N}$,
2. $L_1 \in \mathcal{G}(E_0) \cap S_1(\Theta)$ and $L_{n+1} \in \mathcal{G}(L_n) \cap S_{3n+3}(x_1, \ldots, x_k)$ for $n \in \mathbb{N}$ and for any sequence $\{x_1, \ldots, x_k\} \in \Sigma_n$,
3. $e_{n+1} \in L_{n+1}$ and $e_{n+1} > e_n$ for $n \in \mathbb{N}$.

By 2. and 3. the subspace $E_1 = \text{span}\{e_n\}_{n=1}^\infty$ satisfies $\sigma \cap \Sigma(E_1) = \emptyset$.

The construction. Let $L_1$ be an arbitrary subspace from the family $\mathcal{G}(E_0) \cap S_1(\Theta)$ and let $e_1$ be an arbitrary vector with a finite support from $L_1$.

Assume now we have chosen subspaces $L_1, \ldots, L_n$ and vectors $e_1, \ldots, e_n$ satisfying conditions 1., 2. and 3.

The family $\Sigma_n$ is a closed subset of the compact space

$$\bigcup_{k=1}^n (\text{span}\{e_1, \ldots, e_n\} \cap B_E)^k$$

endowed with its natural topology (i.e. the union of product norm topologies).

Given a sequence $\{x_1, \ldots, x_k\} \in \Sigma_n$ put

$$U(x_1, \ldots, x_k) = \{\{y_1, \ldots, y_k\} \in \Sigma_n : \|x_i - y_i\| < \delta_i / 2^{3^k+3}, i = 1, \ldots, k\}$$

The family $\{U(x_1, \ldots, x_k)\}_{\{x_1, \ldots, x_k\} \in \Sigma_n}$ forms an open covering of the space $\Sigma_n$, hence by compactness we can choose a finite subcovering

$$\{U\left(x_1^j, \ldots, x_k^j\right)\}_{j=1}^{J_n}$$

By conditions 1., 2. and 3. $(x_1^j, \ldots, x_k^j; 3n) \in \tau(E_0)$ for $j = 1, \ldots, J_n$, hence by Lemma 3.5 there exists a decreasing (with respect to the inclusion) sequence of block subspaces $\{N_j\}_{j=1}^{J_n} \subset L_n$ satisfying $N_j \in S_{3n+2}(x_1^j, \ldots, x_k^j)$ for $j = 1, \ldots, J_n$. By Lemma 3.4 we have for $j = 1, \ldots, J_n$

$$S_{3n+2}(x_1^j, \ldots, x_k^j) \subset S_{3n+3}(y_1, \ldots, y_k) \text{ for } \{y_1, \ldots, y_k\} \in U(x_1^j, \ldots, x_k^j)$$

Therefore the subspace $L_{n+1} = N_{J_n}$ belongs to the family $S_{3n+3}(y_1, \ldots, y_k)$ for any sequence $\{y_1, \ldots, y_k\} \in \Sigma_n$ (condition 2.).

Let $e_{n+1}$ be an arbitrary vector with a finite support from the subspace $L_{n+1}$ such that $e_{n+1} > e_n$ (condition 3.). We verify now condition 1. for $(n + 1)$. Take a sequence $\{x_1, \ldots, x_k\} \in \Sigma_{n+1}$. For $k = 1$ we have $x_1 \in L_1 \in S_1(\Theta)$, hence $(x_1, 3n + 3) \in \tau(E_0)$. 


For $k > 1$ we have $\{x_1, \ldots, x_{k-1}\} \in \Sigma_s$ and $x_k \in L_s$ for some number $1 < s \leq n + 1$. Since $L_s \in S_{s+3}(x_1, \ldots, x_{k-1})$ (by conditions 2. and 3. for $1 \leq s \leq n + 1$), therefore $(x_1, \ldots, x_k, 3n+3) \in \tau(E_0)$, which ends the inductive construction and therefore the proof of the Theorem. \hfill \Box

**Remark 3.6** Notice that the whole reasoning presented above remains true if $\sigma$ is a set of infinite block sequences such that in the family of all strategies of player $S$, regarded as functions on subsets of $\Sigma(E)$ with values in the family $G(E)$ endowed with the discrete topology, the set of winning strategies for $\sigma$ is closed in the topology of pointwise convergence. Hence with AD assumed, any set satisfying the condition given above is weakly-Ramsey.

Let us have a closer look on the method of proof of Theorem 3.3. First applying Lemma 2.1 we restrict our attention to a "stabilizing" subspace $E_0$, i.e. for which some specific property, say ($\ast$), of finite block sequences, guaranteeing their extension inside previously defined set is hereditary. Afterwards we consider the following dichotomy: either the origin of the space $E$ has in the stabilizing subspace $E_0$ the property ($\ast$) or it does not. If the first case occurs, using the heredity of the property ($\ast$) in $E_0$ we extend by induction the origin to a basic sequence spanning an infinitely dimensional subspace $E_1$, in which each finite block sequence has property ($\ast$), and in particular belongs to the previously defined set.

### 4. GEOMETRIC ASPECTS OF DICHOTOMIES FOR UNCONDITIONAL SEQUENCES AND HI SPACES

Now we examine dichotomies concerning unconditional sequences. We start with some notation. Given subspaces $L, M \subset E$, $L \cap M = \{\Theta\}$, denote by $P_{L,M}$ the projection $P_{L,M} : L + M \ni x + y \mapsto x \in L$.

A sequence $\{e_n\}$ is called $C-$unconditional for some constant $C > 0$, if for any sequence of scalars $\{a_n\}$ and any sequence $\{\varepsilon_n\}$ of scalars with modulus 1 we have

$$\left\| \sum \varepsilon_n a_n e_n \right\| \leq C \left\| \sum a_n e_n \right\|$$

A Banach space $E$ is called decomposable, if there exist subspaces $L, M \in G(E)$ such that $L \cap M = \{\Theta\}$ and $L + M = E$. A Banach space is called hereditarily indecomposable, if none of its subspaces is decomposable.

**Definition 4.1** A Banach space $E$ is called a HI($C$) space, for $C \geq 1$, if for any subspaces $L, M \in G(E)$, $L \cap M = \{\Theta\}$, holds $\|P_{L,M}\| \geq C$.

Gowers' obtained as a corollary the following dichotomy:

**Theorem 4.2** [3] Let $E$ be a Banach space. Fix a scalar $C \geq 1$. Then $E$ contains either a $2C-$unconditional sequence or a HI($C$) subspace.

Maurey [10] and Zbierski independently [20] provided a direct proof of Theorem 4.2. The method of reasoning presented in the previous section is a generalization of his argumentation slightly modified by use of Lemma 2.1. \From Theorem 4.2 by using the standard diagonalization one can derive the isomorphic version of the dichotomy:
Theorem 4.3 [3,10] Every Banach space $E$ contains either an unconditional sequence or a HI subspace.

Obviously every Banach space is of type HI(1), hence Dichotomy 4.2 for $C = 1$ is trivial. Now we present a dichotomy concerning geometric structure of the unit ball in a Banach space, which covers this extremal case. First we state the Lemma showing the relation between absolutely convex bodies and bounded projections in Banach spaces.

Definition 4.4 Let $C$ be an absolutely convex subset of a Banach space $E$. Then $C$ is called almost bounded if for some finitely codimensional subspace $M$ of $E$ the set $C \cap M$ is bounded. The set $C$ is called essentially unbounded if it is not almost bounded.

Lemma 4.5 If for a subspace $L \in \mathcal{G}(E)$ there exists an essentially unbounded absolutely convex body $C$ satisfying $C \cap L \subseteq cB_L$ for some scalar $c \geq 1$, then for any $\varepsilon > 0$ there is a subspace $M \in \mathcal{G}(E)$ such that $M \cap L = \{0\}$ and $\|P_{L,M}\| \leq c + \varepsilon$.

This Lemma follows from Corollary 2.3, [12], of Kato Theorem (Prop. 2.c.4, [7]). We will consider absolutely convex bodies in Banach spaces of a specific form presented below.

Definition 4.6 For a subspace $L$ of a Banach space $E$ put

$$W_L = \bigcap_{f \in J(S_L)} f^{-1}([-1, 1]),$$

where $J$ denotes the duality mapping $J : S_E \ni x \mapsto J(x) = \{f \in S_{E^*} : f(x) = 1\} \in 2^{S_{E^*}}$.

Notice that for any subspace $L$ we have $W_L = (J(S_L))^\circ$, consequently the set $W_L$ is bounded iff the set $J(S_L)$ is norming for $E$.

Theorem 4.7 Every Banach space contains either a subspace $E_1$ such that for any infinitely dimensional subspace $L$ of $E_1$ the set $W_L \cap E_1$ is almost bounded or an unconditional basic sequence $\{e_n\}_{n \in \mathbb{N}}$ satisfying the following:

$$\text{(•)} \quad \|P_i : \text{span}\{e_n\}_{n \in \mathbb{N}} \rightarrow \text{span}\{e_n\}_{n \neq i}\| \leq 1 + \varepsilon_i, \quad i \in \mathbb{N}$$

for some (any) sequence $\{\varepsilon_n\}_{n \in \mathbb{N}}$ of positive scalars.

In order to prove this dichotomy we recall a theorem guaranteeing the existence of an unconditional basis with property (•) and show a technical Lemma, using the technique described in the previous section.

Theorem 4.8 [15] If a Banach space $E$ satisfies the condition

$$\text{(c)} \quad \text{for any subspaces } M \in \mathcal{G}(E), F \in \mathcal{F}(M), H \in \mathcal{H}(M), F + H = M \text{ and any } \varepsilon > 0 \text{ there exist a subspace } L \in \mathcal{G}(M) \text{, } L \supseteq F, \text{ and a vector } a \in H \text{ such that } \|P_{L,Ra}\| \leq 1 + \varepsilon,$$

then there exists an unconditional basic sequence $\{e_n\}$ satisfying (•).

Lemma 4.9 If any subspace $M \in \mathcal{G}(E)$ contains a further subspace $L \in \mathcal{G}(E)$ such that

$$\inf\{\|P_{L,N}\| : N \in \mathcal{G}(M)\} = 1,$$

then there exists a subspace $E_1 \in \mathcal{G}(E)$ satisfying

$$\text{(oo)} \quad \text{for any subspaces } M \in \mathcal{G}(E_1), F \in \mathcal{F}(M) \text{ and any } \varepsilon > 0 \text{ there exist subspaces } L, N \in \mathcal{G}(M), L \supseteq F, \text{ such that } \|P_{L,N}\| \leq 1 + \varepsilon.$$
Proof of Theorem 4.7. Notice that for any subspaces $M \in \mathcal{G}(E)$, $L \in \mathcal{G}(M)$, if the set $W_L \cap M$ is essentially unbounded, then, by Lemma 4.5, $\inf\{\|P_{L,N}\| : N \in \mathcal{G}(M)\} = 1$.

Assume that no subspace of $E$ satisfies the first condition of the dichotomy in Theorem 4.7. By the previous remark the space $E$ satisfies the assumptions of Lemma 4.9. Obviously the condition $(\infty)$ implies the condition $(\circ)$, which by Theorem 4.8 ends the proof of Theorem 4.7.

Notice that the above reasoning considering projections of norms close to 1 exhibits an extremal case of the isometric dichotomy given in Theorem 4.2, namely statement that every Banach space contains either an unconditional sequence satisfying $(\ast)$ or a space whose no subspace admits projections on it of norm arbitrarily close to 1.

Proof of Lemma 4.9. First we introduce some notation. Given a subspace $G \subset E$ and a scalar $\delta > 0$ put

$$Z(G, \delta) = \{H \in \mathcal{G}(E) \cup \mathcal{F}(E) : S_G \subset S_H + \delta B_E\}$$

Given subspaces $M \in \mathcal{G}(E)$, $L \in \mathcal{G}(M)$ put

$$p(L, M) = \inf\{\|P_{L,N}\| : N \in \mathcal{G}(M)\}$$

Assume that $E$ is a Banach space with a basis and satisfies the assumptions of the Lemma. Given a subspace $M \in \mathcal{G}(E)$ put

$$\tau(M) = \{(F, \delta) \in (\mathcal{F}_b(E) \times Q) : \exists L \leq M, L \in Z(F, \delta), p(L, M) = 1\}$$

If $N \leq M$ then $\tau(N) \subset \tau(M)$, hence by Lemma 2.1 and Remark 2.2 there exists a subspace $E_0$ that is stabilizing for the mapping $\tau$. Let $L$ be a subspace of $E_0$ satisfying $p(L, E_0) = 1$. We will show that $L$ satisfies $(\infty)$.

CLAIM. For any subspace $F \in \mathcal{F}_b(L)$ and a scalar $\rho > 0$ there exists a scalar $\delta = \delta(F, \rho)$ such that if $L_1 \in Z(F, \delta)$, $L_1 \leq L$ then $L_1 \in Z(L_2, \rho)$ for some subspace $L_2 \in \mathcal{G}(L)$ containing $F$.

Proof of the Claim. Let $H \in \mathcal{G}(L)$ be a complement of $F$ in $L$ (ie. $H \cap F = \{\Theta\}$, $H + F = L$). For a scalar $\delta > 0$ take a subspace $L_1 \leq L$ satisfying $L_1 \in Z(F, \delta)$ and put $L_2 = (L_1 \cap H) + F \in \mathcal{G}(L)$. Take a vector of the form $x + y \in S_{L_2}$, where $x \in F$, $y \in L_1 \cap H$. By the choice of $L_1$ there exists a vector $z \in L_1$ such that $\|x - z\| < 2\delta\|x\|$. Therefore $\|(x + y) - (x + z)\| \leq 2\delta\|P_{F,H}\|$. Hence for sufficiently small $\delta$ (but dependent only on $\rho$, $F$ and the choice of $H$) $L_1 \in Z(L_2, \rho)$. \hfill \Box

Fix a subspace $F \in \mathcal{F}(L)$ and $0 < \varepsilon < 1$.

Let $\delta > 0$ be the scalar associated on the basis of the Claim with $F$ and $\rho = \varepsilon/6$. Pick a subspace $G \in \mathcal{F}_b(E)$ satisfying $G \in Z(F, \delta/2)$ and $L \in Z(G, \delta/2)$. Then we have $(G, \delta) \in \tau(E_0) = \tau(L)$. Hence there exists a subspace $L_1 \leq L$ satisfying $L_1 \in Z(G, \delta/2)$ and $p(L_1, L) = 1$. By the choice of $L_1$ there exists a subspace $N \in \mathcal{G}(L)$ such that $\|P_{L_1,N}\| \leq 1 + \varepsilon/2$. Since $L_1 \in Z(F, \delta)$, by the choice of $\delta$ there exists a subspace $L_2 \in \mathcal{G}(L)$ containing $F$ and satisfying $L_1 \in Z(L_2, \rho)$ for $\rho = \varepsilon/6$. We will show that $\|P_{L_2,N}\| \leq 1 + \varepsilon$. Indeed, by the definition of the norm of projection we have

$$\|P_{L_2,N}\| \leq (1 + \rho)\|P_{L_1,N}\| + \rho$$
Let us recall that for any $C > 1$ the space $l_2$ can be renormed so as to contain no $C-$unconditional basic sequence $[1]$, which is closely related to the distortion problem.

If $E$ is a HI space, then by Theorem 4.7 for any renorming there is a subspace of $E$ satisfying the first condition stated in Theorem 4.7. However, by a direct application of Lemma 4.5 we obtain the following characterization of hereditarily indecomposable spaces:

**Proposition 4.10** [13] For a Banach space $E$ the following conditions are equivalent:

1. the space $E$ is hereditarily indecomposable,

2. for any equivalent norm on $E$ and any infinitely dimensional subspace $L$ of $E$ the set $W_L$ is almost bounded.

This characterization is a particular case of the following general theorem, which can be proved similarly:

**Theorem 4.11** [12,13,16] For a Banach space $E$ the following conditions are equivalent:

1. the space $E$ is hereditarily indecomposable,

2. the intersection of any two unbounded absolutely convex bodies in $E$, containing no line, is unbounded.

3. the intersection of any unbounded absolutely convex body in $E$, containing no line, and any infinitely dimensional subspace of $E$ is unbounded.

5. CONES AND BASIC SEQUENCES

We will examine now what will happen if we consider cones instead of vector subspaces. We call a set $K \subset E$ a cone if it is closed, convex and satisfies $R^+x \subset K$ for any vector $x \in K$. Given a set $A \subset E$ by $\text{cone}(A)$ denote the cone spanned by $A$, i.e. the smallest cone containing $A$. In particular for a basic sequence $\{e_n\}$ we have

$$\text{cone}\{e_n\} = \left\{ \sum_{n=1}^{N} a_n e_n, \ a_n \geq 0, \ N \in \mathbb{N} \right\}$$

The notion of the basis of a cone is analogous to the case of vector subspaces; we assume always that a basis of a cone of a Banach space is a basic sequence in this space. The sphere of a cone $K$ is the set $S_K = S_E \cap K$. The distance between two cones $K, H \subset E$ is given by

$$\rho(K, H) = \inf \{ \|x - y\| : \ x \in S_K, \ y \in S_H \}$$

Let $E$ be a Banach space with a basis. Given a cone $K \subset E$ by $C_0(K)$ denote the family of all block cones (i.e. spanned by block bases) in $K$.

We recall now some notation and definition introduced in [17,18]. Given a basic sequence $\{e_n\}$ and a vector $x = \sum_{n=1}^{N} a_n e_n$ by $|x|$ denote the vector $\sum_{n=1}^{N} |a_n| e_n.$
Definition 5.1 We say that a basis \( \{ e_n \} \) of the space \( E \) is of type

1. UL, if there exists a constant \( C \geq 1 \) such that \( \| x \| \leq C \| x \| \) for any vector \( x \in E \) with a finite support.

2. UL*, if there exists a constant \( C \geq 1 \) such that \( \| x \| \leq C \| \| x \| \) for any vector \( x \in E \) with a finite support.

Obviously a basic sequence is unconditional iff it is both UL and UL*. Let us recall some examples of UL bases: unit vectors in James space \( J \) and vectors in \( l_1 \) of the form \( e_1, e_2 - e_1, e_3 - e_2, \ldots \), where \( \{ e_n \} \) are the standard unit vectors in \( l_1 \). On the other hand, Schauder basis in the space of continuous functions \( C[0,1] \), the summing basis in the space \( c \) of convergent sequences, unit vectors in dual \( J^* \) to James space form UL* bases. The universal Schauder basis of Pelczyński is neither of type UL nor UL*.

We will focus now on the property UL*. Standard argument (as in the case of unconditional sequences) shows that a basic sequence \( \{ e_n \} \) is UL* iff there exists a constant \( C \geq 1 \) such that

\[
\left\| \sum_{n \in A} a_n e_n \right\| \leq C \left\| \sum_{n \in B} a_n e_n \right\|
\]

for any sets \( A \subset B \subset \mathbb{N} \) and any sequence of positive scalars \( \{ a_n \} \).

In the case of unconditional sequences, ie. without assumption that scalars are positive, the condition above means that projections on suitable subspaces are uniformly bounded, ie. spheres of suitable subspaces are uniformly separated. In the case of cones the condition means that spheres of suitable cones are uniformly separated.

Lemma 5.2 A basic sequence \( \{ e_n \} \) is of type UL* iff there exists a constant \( c > 0 \) such that for any disjoint finite subsets \( I, J \subset \mathbb{N} \) we have \( \rho(K_I, -K_J) \geq c \), where \( K_I \) denotes \( \text{conv} \{ e_n, \ n \in I \} \).

Proof. Assume that \( \{ e_n \} \) is a UL* sequence. Notice that for \( I, J \subset \mathbb{N} \) we have

\[
\rho(K_I, -K_J) = \inf \left\{ \left\| \sum_{n \in I} a_n e_n + \sum_{n \in J} a_n e_n \right\| : \left\| \sum_{n \in I} a_n e_n \right\| = 1, \left\| \sum_{n \in J} a_n e_n \right\| = 1, a_n \geq 0 \right\}
\]

and thus \( \rho(K_I, -K_J) \) is bounded from below by some constant \( C \geq 1 \) by the property UL*.

Assume now that spheres of suitable cones are uniformly separated. Fix finite disjoint sets \( I, J \subset \mathbb{N} \). Let \( x = \sum_{n \in I} a_n e_n, y = \sum_{n \in J} a_n e_n \). Let \( \| x \| \leq \| y \| \). Simple calculus shows that

\[
\frac{x}{\| x \|} + \frac{y}{\| y \|} \geq \frac{1}{2} \left( \frac{x}{\| x \|} + \frac{y}{\| y \|} \right)
\]

whereas the right-hand side by the assumption is bounded from below by some constant \( c > 0 \). Hence \( \{ e_n \} \) is an UL* sequence. \( \square \)

Notice that by Lemma 5.2 a Banach space \( E \) containing a cone \( K \) with a basic sequence satisfying \( \rho(K, -K) > 0 \) contains also a UL* basic sequence. Actually, a stronger
statement is true. In order to prove it one can repeat the reasoning from the proof of Theorem 4.2 considering block cones instead of vector subspaces and distances \( \rho(K, -H) \) for \( K, H \in C_b(E) \) instead of norms \( \|P_{L,M}\| \) for \( L, M \in \mathcal{G}(E) \) ([10,14]). We get the following

**Theorem 5.3** Any cone \( K \) with a basis of a Banach space \( E \) contains either an UL* sequence or a block subcone \( K_1 \) such that for any subcones \( H_1, H_2 \in C_b(K_1) \) we have \( \rho(H_1, -H_2) = 0 \).

The HI space constructed in [5] satisfies in fact also the second condition from Dichotomy 5.3, any two block cones in this space are arbitrarily close. Hence having an UL* basis is not a hereditary property, since the Schauder system is an UL* basis of the space of all continuous functions on the interval \([0,1]\) ([17]).

Now we will consider the property UL.

**Lemma 5.4** Let \( \{e_n\} \) be a basic sequence in \( E \). If there exists a constant \( c > 0 \) such that for any disjoint finite sets \( I, J \subset \mathbb{N} \) we have \( \rho(K_I, K_J) \geq c \), where \( K_I = \text{cone}\{e_n, n \in I\} \), then \( \{e_n\} \) is a UL sequence.

**Proof.** Take a vector \( x = \sum_{n=1}^{N} a_n e_n \). For a set \( I \subset \{1, \ldots, N\} \) put \( x_I = \sum_{n \in I} a_n e_n \). Put \( I = \{n \in \mathbb{N} : a_n > 0\} \), \( J = \{n \in \mathbb{N} : a_n < 0\} \). As before we have

\[
2 \inf \left\{ \frac{x_I}{\|x_I\|} + \frac{x_J}{\|x_J\|}, \frac{x_J}{\|x_J\|} + \frac{x_I}{\|x_I\|} \right\} \geq \frac{x_J}{\|x_J\|} + \frac{x_I}{\|x_I\|},
\]

thus by the assumption we get \( 4\|x_I + x_J\| \geq c(\|x_I\| + \|x_J\|) \geq c\|x_I - x_J\| \). Hence \( \{e_n\} \) is a UL sequence. \( \Box \)

As before, one can repeat the reasoning from the proof of Theorem 4.2 ([10,14]), considering block cones instead of subspaces and distances \( \rho(K, H) \) for \( K, H \in C_b(E) \) instead of norms \( \|P_{L,M}\| \) for \( L, M \in \mathcal{G}(E) \), and obtain the following

**Theorem 5.5** Every cone \( K \) with a basis in a Banach space \( E \) contains either an UL sequence or a block subcone \( K_1 \) such that for any two subcones \( H_1, H_2 \in C_b(K_1) \) we have \( \rho(H_1, H_2) = 0 \).

This result reveals another geometric property of a HI space. Recall that any subspace of a space with a UL basis contains an unconditional sequence ([18]). Hence we get the following

**Corollary 5.6** Every cone with a basis in a HI space contains a block subcone \( K \) such that for any two subcones \( H_1, H_2 \in C_b(K) \) we have \( \rho(H_1, H_2) = 0 \).

Using the "stabilizing" Lemma one can also provide a direct proof of the dichotomy for asymptotic unconditional sequences, given in [19].

The presented paper is a part of the author’s PhD thesis written under the supervision of Professor Edward Tutaj.
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Abstract

There are several results relating isomorphic properties of a Banach space and the set of norm attaining functionals. Here, we show versions for operators of some of these results. For instance, a Banach space $X$ has to be reflexive if it does not contain $\ell_1$, and for some non trivial Banach space $Y$ and positive $r$, the unit ball of the space of operators from $X$ into $Y$ is the closure (weak operator topology) of the convex hull of the norm one operators satisfying that balls centered at any of them with radius $r$ are contained in the set of norm attaining operators. We also prove a similar result by using a very weak isometric condition on the space instead of non containing $\ell_1$.
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Given a Banach space $X$, $B_X$ and $S_X$ will be the closed unit ball and the unit sphere, respectively. We will write $X^*$ for the topological dual of $X$ and $NA(X)$ will be the subset of norm attaining functionals, that is,

$$NA(X) = \{ x^* \in X^* : \exists x \in X, \|x\| = 1, x^*(x) = \|x^*\|\}. $$

Bourgain and Stegall showed that a separable Banach space whose unit ball is not dentable satisfies that $NA(X)$ is first Baire category in the dual space $X^*$ [4, Theorem 3.5.5 and Problem 3.5.6]. Up to now, it remains unknown whether or not the previous result holds also in the non separable case. However for spaces of type $C(K)$ ($K$ Hausdorff and
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†Research partially supported by Junta de Andalucía, Grant FQM0199
compact), Kenderov, Moors and Sciffer, proved that \( NA(C(K)) \) is first Baire category if \( K \) is infinite [16]. Jiménez Sevilla and Moreno [15] showed that a Banach space \( X \) satisfying the Mazur intersection property is reflexive provided that \( NA(X) \) has non empty interior. Acosta and Ruiz Galán [2,3] proved the parallel result for spaces satisfying some smoothness condition (Hahn-Banach smooth or very smooth) instead of the Mazur intersection property.

Let us note that if \( X = Y^* \) is a dual space, then \( Y \subseteq Y^{**} = X^* \) is a closed subspace \( w^* \)-dense in \( X^* \), which is contained in \( NA(X) \). Petunin and Plichko proved that a separable Banach space \( X \) is isometric to a dual space as soon as there is a norm closed and \( w^* \)-dense subspace of \( X^* \) contained in the set \( NA(X) \) [18]. Debs, Godefroy and Saint-Raymond [5] showed that a separable Banach space \( X \) whose dual unit ball satisfies that \( NA(X) \cap B_X \) contains a \( w^* \)-open set of the unit ball, has to be reflexive. This result was extended to the general case by Jiménez Sevilla and Moreno [15, Proposition 3.2].

James’ Theorem [14] states that a Banach space \( X \) satisfying that \( NA(X) \) contains a ball centered at zero, is reflexive. However, one cannot expect that a Banach space is reflexive as soon as the set of norm attaining functionals has non empty interior. For instance, this assumption is satisfied by \( 
abla \). In this case, it is easy to check that under the usual identification \( 
abla = l^1 \), for any finite subset \( F \) of \( \mathbb{N} \), the open set

\[
P(F) := \{ z \in l_\infty : \max_{n \in F} |z(n)| > \sup_{k \notin F} |z(k)| \}
\]

is contained in \( NA(l_1) \). Then, any \( z \in S_{l_\infty} \) with finite support satisfies

\[
z + \frac{1}{2} B_{l_\infty} \subseteq P(\text{supp } z).
\]

In fact, this behaviour is quite general, as the following result shows:

**Proposition 1** ([2, Lemma 1]). *Every Banach space can be equivalently renormed so that the set of norm attaining functionals has non empty interior (norm topology).*

Inspired by the space \( l_1 \) we looked for an isomorphic condition weaker that reflexivity, so that this condition and some extra assumption on the set \( NA(X) \) implies reflexivity.

Coming back to the concrete example \( l_1 \), since the extreme points of the dual unit ball in this case is the subset of sequences of scalars satisfying \( |z(n)| = 1 \) for every \( n \), then, these points can be approximated \( (w^*\text{-topology}) \) by elements which are in the interior of \( NA(l_1) \) by using the sequence \( \{ P_n(z) \} \), where \( P_n \) is given by

\[
P_n(z)(k) = z(k) \quad (k \leq n), \quad P_n(z)(k) = 0 \quad (k > n).
\]

It is clear that \( P_n(z) + \frac{1}{2} B_{l_\infty} \subseteq NA(l_1) \) \( (n \in \mathbb{N}) \). Since the convex hull of the extreme points of \( B_{l_\infty} \) is \( w^* \)-dense in the ball (Krein-Milman Theorem), then it is satisfied

\[
B_{l_\infty} = \overline{\text{co }} w^* \{ z \in S_{l_\infty} : z + \frac{1}{2} B_{l_\infty} \subseteq NA(l_1) \}
\]

and \( l_1 \) is obviously not reflexive. By assuming the previous condition on the dual unit ball it was proved that \( l_1 \) is “essentially” the only non reflexive example of such a space.
In fact, if a Banach space does not contain an isomorphic copy of $\ell_1$ and for some $r > 0$ it holds
\[ B_{X^*} = \overline{co}^{w^*}\{x^* \in S_{X^*} : (x^* + rB_{X^*}) \subset NA(X)\}, \]
then $X$ is reflexive ( $\overline{co}^{w^*}$ is the $w^*$-closure of the convex hull) [1, Theorem 2].

Now we will extend the previous result to operators. For any Banach spaces $X$ and $Y$, we will denote by $L(X, Y)$ the set of all bounded and linear operators from $X$ into $Y$ and $NA(X, Y)$ will be the subset of norm attaining operators and for a positive number $r$ we will write
\[ NA_r(X, Y) = \{ T \in L(X, Y) : T + rB_{L(X,Y)} \subset NA(X,Y)\}. \]
Also $w_{op}$ will denote the weak operator topology of $L(X,Y)$. We will assume that all the spaces considered are real.

**Theorem 2.** Let $X$ be a Banach space not containing an isomorphic copy of $\ell_1$ and assume that for some $r > 0$ and some Banach space $Y$ it holds
\[ B_{L(X,Y)} = \overline{co}^{w_{op}}\{S_{L(X,Y)} \cap NA_r(X,Y)\}. \]
Then $X$ is reflexive.

**Proof.** We will argue by contradiction. Hence, assume that $X$ is not reflexive. Since $X$ does not contain $\ell_1$, $X$ does not have the Grothendieck property (see [19, Theorem 1] or [12, Proposition 1]) and so, by the proof of [3, Lemma 2] there is $0 \neq \Phi \in X^{***}$ so that $\Phi(X) = 0$ and satisfies for any $T \in S_{L(X,Y)} \cap NA_r(X,Y)$
\[ \|T^{**}(x^{**})\| + r\Phi(x^{**}) \leq \|x^{**}\|, \quad \forall x^{**} \in X^{**}. \] (1)

Now, let us fix $x_0^{**} \in S_{X^{**}}$ and $\varepsilon > 0$. By using again that $X$ does not contain $\ell_1$ and [10, Theorem 1] there is $x_0 \in S_X$, $\alpha > 0$ so that
\[ \text{Osc } x_0^{**}(S(B_{X^*}, x_0, \alpha)) < \varepsilon, \] (2)
where $S(B_{X^*}, x_0, \alpha) = \{x^* \in B_{X^*} : x^*(x_0) > 1 - \alpha\}$ and Osc denote the oscillation (i.e. $\sup - \inf$).

We fix $y_0 \in S_Y, y_0^* \in S_{Y^*}$ and $x_0^* \in S_{X^*}$ so that
\[ 1 = x_0^*(x_0) = y_0^*(y_0). \]

Since the operator $T = x_0^* \otimes y_0$ satisfies $\|T\| = 1$, by using the assumption, there is a sequence of elements $\{T_n\} \in S_{L(X,Y)}$ so that
\[ y_0^*T_nx_0 \to y_0^*Tx_0 = 1 \]
and such that each operator $T_n$ can be written as
\[ T_n = \sum_{i=1}^{n} t_i S_i \quad (t_i \geq 0, \sum t_i = 1), \quad \|S_i\| = 1, \quad S_i + rB_{L(X,Y)} \subset NA(X,Y). \]
By choosing an appropriate element in the convex combination, we can assume that in fact
\[ T_n + r B_{L(X,Y)} \subset N A(X,Y) \quad \text{and} \quad y_0^* T_n x_0 \to y_0^* T x_0 = 1. \]  
(3)

Let us choose a \( w^* \)-cluster point \( x^{***} \in X^{***} \) of the sequence \( \{ T_n y_0^* \} \). By (3) we can apply inequality (1) to each operator \( T_n \) and the element \( x_0 + tx_0^* \) (\( t > 0 \)), so
\[ \| T_n^{**} (x_0 + tx_0^*) \| + rt \Phi(x_0^{**}) \leq \| x_0 + tx_0^* \|. \]
As a consequence,
\[ T_n^{**} (x_0 + tx_0^{**}) (y_0^*) + rt \Phi(x_0^{**}) \leq \| x_0 + tx_0^{**} \|. \]
Since \( x^{***} \) is a \( w^* \)-cluster point of \( \{ T_n y_0^* \} \), by varying \( n \) and using (3) we get
\[ 1 + tx^{***} (x_0^{**}) + rt \Phi(x_0^{**}) \leq \| x_0 + tx_0^{**} \|, \]
that is,
\[ x^{***} (x_0^{**}) + r \Phi(x_0^{**}) \leq \frac{\| x_0 + tx_0^{**} \| - 1}{t}, \quad \forall t > 0. \]  
(4)
By using [8, Theorem V.9.5], \( \lim_{t \to 0^+} \frac{\| x_0 + tx_0^{**} \| - 1}{t} = \max V(x_0, x^{**}) \) where
\[ V(x_0, x^{**}) = \{ y^{***} (x_0^{**}) : y^{***} \in S_{X^{***}}, y^{***} (x_0) = 1 \}. \]

Hence, it follows from inequality (4) that
\[ x^{***} (x_0^{**}) + r \Phi(x_0^{**}) \leq \max V(x_0, x^{**}) \]  
(5)
By Goldstine’s Theorem the slice \( S(B_{X^{**}}, x_0, \alpha) \) is \( w^* \)-dense in \( S(B_{X^{***}}, x_0, \alpha) \), so it holds
\[ \text{Osc } x_0^{**}(S(B_{X^{**}}, x_0, \alpha)) = \text{Osc } x_0^{**}(S(B_{X^{***}}, x_0, \alpha)). \]
Since \( x^{***} (x_0) = 1 \), by using the estimation (2) in inequality (5) and the previous observation we get
\[ x^{***} (x_0^{**}) + r \Phi(x_0^{**}) \leq x^{***} (x_0^{**}) + \varepsilon. \]
The inequality \( r \Phi(x_0^{**}) \leq \varepsilon \), valid for any \( \varepsilon > 0 \) and \( x_0^{**} \in S_{X^{**}} \), gives \( \Phi = 0 \), a contradiction.

Now, we will check that the assumptions posed in Theorem 2 are sharp.

Remark 3. For any Banach space \( Y \), \( B_{L(\ell_1, Y)} \) is the closure in the strong operator topology of the convex hull of the set
\[ S_{L(\ell_1, Y)} \cap N A_{\frac{1}{2}} (\ell_1, Y). \]

Proof. We will use without comment the fact that \( \| T \| = \sup \{ \| T e_n \| : n \in \mathbb{N} \} \).
The assertion is trivial if \( Y = \{0\} \). Therefore, let us fix an operator \( 0 \neq T \in B_{L(\ell_1, Y)} \) and \( n \) large enough so that \( T(e_{i_0}) \neq 0 \) for some \( i_0 \leq n \) (\( \{e_n\} \) is the canonical basis of \( \ell_1 \)).

We define the operators \( T_1, T_2 \in L(\ell_1, Y) \) given by

\[
T_1(x) = \sum_{k=1, k \neq i_0}^{n} x(k)T(e_k) + x(i_0) \frac{T(e_{i_0})}{\|T(e_{i_0})\|},
\]

\[
T_2(x) = \sum_{k=1, k \neq i_0}^{n} x(k)T(e_k) - x(i_0) \frac{T(e_{i_0})}{\|T(e_{i_0})\|} \quad (x \in \ell_1).
\]

Since it is clearly satisfied

\[
T_1(e_i) = T_2(e_i) = T(e_i) \quad (i \leq n, i \neq i_0), \quad T_1(e_i) = T_2(e_i) = 0 \quad (i > n)
\]

and

\[
T(e_{i_0}) = tT_1(e_{i_0}) + (1-t)T_2(e_{i_0}) \quad \left( t = \frac{1 + \|T(e_{i_0})\|}{2} \right),
\]

then

\[
TP_n = tT_1 + (1-t)T_2,
\]

where \( P_n \) is the natural projection on the subspace \( [e_i : i \leq n] \). Since \( \{e_n\} \) is a basis of \( \ell_1 \), by varying \( n \), \( T \) can be approximated in the strong operator topology by a convex combination of operators as above. It is clear that the operators \( T_1, T_2 \) are in the unit sphere of \( L(\ell_1, Y) \). We will check that the operator \( T_1 \) satisfies

\[
T_1 + \frac{1}{2}B_{L(\ell_1, Y)} \subset NA(\ell_1, Y).
\]

Since \( \|T_1(e_{i_0})\| = 1 \), for any \( S \in T_1 + \frac{1}{2}B_{L(\ell_1, Y)} \), then

\[
\|S(e_j)\| \leq \|T_1(e_j)\| + \|S - T_1\| \leq \|T_1(e_j)\| + \frac{1}{2} = \frac{1}{2} \quad (j > n),
\]

meanwhile \( \|S\| \geq \|T_1(e_{i_0})\| - \|(S - T_1)(e_{i_0})\| \geq \frac{1}{2} \). But \( \|S\| = \max\{\|SP_n\|, \|S(I - P_n)\|\} \), so in this case \( \|S\| = \|SP_n\| \) and \( S \) attains its norm in the subspace \( [e_i : i \leq n] \). Of course \( T_2 \) satisfies similar conditions and so \( T_2 + \frac{1}{2}B_{L(\ell_1, Y)} \subset NA(\ell_1, Y) \).

Also the second assumption posed in Theorem 2 is sharp in the following sense:

**Proposition 4.** For any Banach space \( Z \), there is a Banach space \( X \) isomorphic to \( Z \) so that the unit ball of \( L(X, Y) \) is the norm closure of the set

\[
\co \left( S_{L(X,Y)} \cap \text{int} \ NA(X, Y) \right)
\]

for any Banach space \( Y \neq \{0\} \).

**Proof.** Of course, we can assume that \( Z \) satisfies \( \dim Z \geq 2 \). Therefore, let \( M \) be a closed linear subspace of \( Z \) and \( 0 \neq z_0 \in Z \) so that \( Z = \mathbb{R}z_0 \oplus M \) and consider

\[
X = \mathbb{R}z_0 \oplus_1 M,
\]
that is, the norm $| |$ of $X$ is given by

$$|\lambda z_0 + m| = |\lambda| + |m| \quad (\lambda \in \mathbb{R}, m \in M).$$

Now, let us fix $T \in B_{L(X,Y)}$ and define the operators

$$T_1(x) = z_0^*(x)y_0 + TP_M(x), \quad T_2(x) = -z_0^*(x)y_0 + TP_M(x) \quad (x \in X),$$

where $y_0 = \frac{Tz_0}{||Tz_0||}$ if $Tz_0 \neq 0$ (or some fixed vector in $S_Y$ in some other case), $P_M$ is the natural projection from $X$ onto $M$ and $z_0^*$ is the norm one functional in $X$ given by $z_0^*(\lambda z_0 + m) = \lambda$. It is clear that $1 = ||T_i|| = ||T_i(z_0)||$, $i = 1, 2$ and

$$T = \frac{1 + ||Tz_0||}{2}T_1 + \frac{1 - ||Tz_0||}{2}T_2,$$

so,

$$T \in co \{S \in S_{L(X,Y)} : ||Sz_0|| = 1\}.$$

To finish with, let us note that any operator $S$ in the unit sphere of $L(X,Y)$ satisfying $||Sz_0|| = 1$ can be approximated in the norm topology by the sequence of operators $S_n$ given by

$$S_n(x) = z_0^*(x)S(z_0) + \left(1 - \frac{1}{n}\right)SP_M(x).$$

Now these operators are in the interior of the set of norm attaining functionals since

$$||S_n|| = \max\{||S_nP_M||, ||S_nz_0||\} = 1,$$

and $1 = ||S_nz_0|| > ||S_nP_M|| = 1 - \frac{1}{n}$, so, in some ball centered at $S_n$, the same inequality happens and all the operators close enough attain the norm at $z_0$, that is, finally

$$T \in co \left(S_{L(X,Y)} \cap \text{int } NA(X,Y)\right)$$

\[Q.E.D.\]

Now we will use an assumption not comparable with the first condition posed in Theorem 2. We will assume that the Banach space is non rough (instead of not containing $\ell_1$). First let us recall that a Banach space is rough if for some $\varepsilon > 0$ it holds

$$\limsup_{h \to 0} \frac{||x + h|| + ||x - h|| - 2||x||}{||h||} \geq \varepsilon, \quad \forall x \in X.$$

By [7, Proposition I.1.11], $X$ is non rough if, and only if, for any $\varepsilon > 0$ there is $x \in S_X, \alpha > 0$ so that

$$\text{diam } S(B_{X^*}, x, \alpha) < \varepsilon,$$

where $S(B_{X^*}, x, \alpha)$ is the $w^*$-slice given by

$$S(B_{X^*}, x, \alpha) = \{x^* \in B_{X^*} : x^*(x) > 1 - \alpha\}.$$

Note that the lack of roughness is weaker than the Mazur intersection property, since the last property is equivalent to the norm denseness in the dual unit sphere of points
$x^*$ contained in $w^*$-slices of arbitrarily small diameter (see [11, Theorem 2.1]). Therefore, there are non rough spaces containing $\ell_1$ (even spaces with the Mazur intersection property).

It is clear that any Asplund space has non rough norm. In fact, Leach and Whitfield proved that a Banach space so that every equivalent norm is non rough, is an Asplund space (see [17] or [7, Theorem 1.5.3]). By virtue of Proposition 1 there are non reflexive Asplund spaces so that the set of norm attaining functionals has non empty interior. As a consequence, the same assertion holds for non rough spaces. However, by assuming additional conditions one gets reflexivity.

**Proposition 5** ([1, Proposition 5]). If $X$ is non rough and for some $r > 0$

$$B_{X^r} = \overline{w^*}(NA_r(X, \mathbb{R}) \cap S_{X^r}),$$

then $X$ is reflexive. As a consequence, an Asplund space whose dual unit ball satisfies the previous condition, has to be reflexive.

Our purpose now is to give a characterization of reflexivity valid for spaces of operators and assuming non roughness. First we will need the following result, whose proof follows the argument used to check that the product of two strongly exposed points is also strongly exposed in the projective tensor product (see [9, p. 46], for instance). By $K(X,Y)$ we will denote the space of compact operators from $X$ into $Y$.

**Lemma 6.** Let $X$ and $Y$ be Banach spaces such that $X^*$ and $Y$ are non rough. Then $K(X,Y)$ and $L(X,Y)$ are also non rough.

**Proof.** We will first check the statement for $L(X,Y)$. Let us consider the set

$$D = \{ x \otimes y^* : x \in B_X, y^* \in B_{Y^*} \} \subseteq E^*,$$

where we denoted by $E = L(X,Y)$ and we consider any element $x \otimes y^*$ acting on $E$ by

$$(x \otimes y^*)(T) = y^*(T(x)) \quad \forall T \in E.$$

It is clear that under this identification $D \subseteq E^*$, and since $D$ is a 1-norming set of $B_{E^*}$, then its convex hull is $w^*$-dense in $B_{E^*}$. We have to prove that $E^*$ has $w^*$-slices of small diameter (see [7, Proposition I.1.11]). If we fix $\varepsilon > 0$, since $X^*$ and $Y$ are non rough, there are $x_0^* \in S_{X^*}$, $y_0 \in S_Y$ and $0 < \delta < \varepsilon$ satisfying

$$\text{diam } S(B_{X^*}, x_0^*, \delta) < \varepsilon, \quad \text{diam } S(B_{Y^*}, y_0, \delta) < \varepsilon.$$  \hspace{1cm} (6)

We fix elements $x_0 \in S(B_X, x_0^*, \delta)$, $y_0^* \in S(B_{Y^*}, y_0, \delta)$ and we will prove that

$$\text{diam } S(B_{E^*}, T_0, \delta^2) \leq 8\varepsilon$$

for the operator $T_0 = x_0^* \otimes y_0$.

Let us choose $e^* \in S(B_{E^*}, T_0, \delta^2)$. We can clearly assume that $e^* \in \text{co } (D)$, that is,

$$e^* = \sum_{j=1}^{n} t_j x_j \otimes y_j^*, \quad t_j \geq 0, \quad \sum_{j=1}^{n} t_j = 1, \quad x_j \in B_X, \quad y_j^* \in B_{Y^*}.$$
We denote by $A = \{ j \in \{1, \ldots, n\} : x^*_0(x_j)y^*_0(y_0) \leq 1 - \delta \}$. By the choice of $e^*$ it is satisfied
\[
1 - \delta^2 < e^*(T_0) = \left( \sum_{j=1}^{n} t_j x_j \otimes y^*_j \right)(T_0) = \sum_{j=1}^{n} t_j x_0^*(x_j)y^*_0(y_0) \leq \sum_{j \in A} t_j (1 - \delta) + \sum_{j \notin A} t_j = 1 - \delta \sum_{j \in A} t_j ,
\]
and so $\sum_{j \in A} t_j < \delta$.

For any $j \notin A$, it holds $x^*_0(x_j)y^*_0(y_0) \geq 1 - \delta$, and by changing the sign, if necessary, we can assume $x^*_0(x_j), y^*_0(y_0) \geq 1 - \delta$, so $x_j \in S(B_X, x^*_0, \delta), y^*_j \in S(B_{Y^*}, y_0, \delta)$ and from (5) it follows
\[
\|x_j - x_0\| < \varepsilon , \quad \|y^*_j - y_0^*\| < \varepsilon .
\]

As a consequence,
\[
\|e^* - x_0 \otimes y_0^*\| = \| \sum_{j=1}^{n} t_j (x_j \otimes y^*_j - x_0 \otimes y_0^*)\| \leq \sum_{j \in A} t_j \|x_j \otimes y^*_j - x_0 \otimes y_0^*\| + \sum_{j \notin A} t_j (\|x_j - x_0\| \otimes y^*_j + \|x_0 \otimes (y^*_j - y^*_0)\|) < 2\delta + 2\varepsilon < 4\varepsilon.
\]

Since $e^*$ is any element of $S(B_{E^*}, T_0, \delta^2)$, we proved that
\[
diam S(B_{E^*}, T_0, \delta^2) \leq 8\varepsilon.
\]

The operator $T_0$ is, in fact, compact and any element in $K(X, Y)^*$ is the restriction to $K(X, Y)$ of a functional on $L(X, Y)$ with the same norm, so
\[
diam S(B_{K(X,Y)^*}, T_0, \delta^2) \leq diam S(B_{E^*}, T_0, \delta^2) \leq 8\varepsilon,
\]
and also $K(X, Y)$ is non rough, as we wanted to show. \hfill $\Box$

**Theorem 7.** Let $X$ and $Y$ be Banach spaces and let $E$ be either the space $K(X, Y)$ or $L(X, Y)$. The following assertions are equivalent:

i) $E$ is reflexive.

ii) $B_{E^*} = \overline{co}_{w^*}(S_{E^*} \cap NA_r(E, \mathbb{R}))$ (some $r > 0$) and $X^*, Y$ are non rough.

**Proof.** i) $\Rightarrow$ ii) If $E$ is reflexive, then $NA(E) = E^*$ and $X^*$ and $Y$ are also reflexive, and so, they are non rough.

ii) $\Rightarrow$ i) If $X^*$ and $Y$ are non rough, by Lemma 6, then $E$ is non rough and we can apply Proposition 5 to deduce that $E$ is reflexive. \hfill $\Box$

Let us note that in the case that $X$ or $Y$ has the approximation property, then if $L(X, Y)$ is reflexive, it holds that $K(X, Y)^{**} = L(X, Y)$ [6, Proposition 16.7], and so $K(X, Y) = L(X, Y)$. Also, if $K(X, Y) = L(X, Y)$ and $X, Y$ are reflexive, then $L(X, Y)$
is reflexive [13]. Therefore, if either $X$ or $Y$ has the approximation property, then all statements posed in Theorem 7 are equivalent and they hold if, and only if, $K(X, Y) = L(X, Y)$ and the spaces $X, Y$ are reflexive.

There are Banach spaces $X, Y$ such that $X^*$ and $Y$ are non rough, $\mathcal{NA}(X, Y)$ has non empty interior but $L(X, Y)$ is not reflexive. It is enough to take $Y = \mathbb{R}$ and $X$ a space isomorphic to $\ell_1$ such that its dual $X^*$ satisfies that the interior of $\mathcal{NA}(X^*)$ is not empty (see [2, Proposition 1]).

Also the assumption of lack of roughness is necessary in Theorem 7. For instance, for $X = c_0$ and $Y = \mathbb{R}$, it holds that $B_{X^{**}} = B_{\ell_\infty} = \text{co-}w^*(S_{\ell_\infty} \cap \mathcal{NA}_{\ell_1}(\ell_1, \mathbb{R}))$ and $X$ is not reflexive.

Before finishing, we will state some open questions related to the results:

**Open problems.**

1) Suppose that for all (equivalent) norms on a Banach space the set of norm attaining functionals has non empty interior. Is the space reflexive?

2) Assume that the unit ball of a Banach space is non dentable, is the set of norm attaining functionals of first Baire category?

3) Suppose that $X$ has the Mazur intersection property and $\mathcal{NA}(X, Y)$ has non empty interior ($Y \neq \{0\}$), is $X$ reflexive?

4) If $X$ is separable and the unit ball is non dentable, is $\mathcal{NA}(X, Y)$ first Baire category, for any Banach space $Y$?

5) Assume that the dual unit ball contains a weak-open set (related to the ball) of norm attaining functionals, is $X$ reflexive?

It is known that a separable Banach space which is not weakly sequentially complete admits an equivalent norm for which the set of norm attaining functionals has empty interior (see [2, Corollary 7]). This provides a partial answer to Problem 1. Jiménez Sevilla and Moreno proved that the answer to Question 5 is positive for separable spaces. Also they gave some positive answers in the general case by assuming extra conditions on the space [15].
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1. Introduction and definitions

1.1. Symmetric and full tensor products of vector spaces (over \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{C} \)) are defined by universal properties (linearizing all symmetric n-linear or all n-linear mappings respectively) where \( n \in \mathbb{N} \) is fixed (the case \( n = 1 \) is trivial). The n-th symmetric tensor product \( \otimes^n_sE \) of a vector space \( E \) can be obtained as the range \( \text{im} \sigma^n_E \) of the symmetrization map \( \sigma^n_E : \otimes^nE \to \otimes^nE \) (full n-fold tensor product) which linearizes

\[
E^n \ni (x_1, \ldots, x_n) \mapsto x_1 \vee \cdots \vee x_n := \frac{1}{n!} \sum_{\eta \in S_n} x_{\eta(1)} \otimes \cdots \otimes x_{\eta(n)} = \frac{1}{n!} \int_{\Omega} \varepsilon_1(w) \cdots \varepsilon_n(w) \otimes^n \left( \sum_{k=1}^n \varepsilon_k(w)x_k \right) dP(w) \in \otimes^nE
\]

where \( S_n \) denotes the group of permutations of \( \{1, \ldots, n\} \) and \( (\Omega, P) \) is a probability space with \( \varepsilon_k : \Omega \to \mathbb{K} \) being stochastically independent, normalized \( (\int_{\Omega} |\varepsilon_k|^2 \, dP = 1) \) and centralized \( (\int_{\Omega} \varepsilon_k dP = 0) \) variables. The injection

\( \otimes^{n,s}E := \text{im} \sigma^n_E = \text{span} \{ \otimes^n x \mid x \in E \} \hookrightarrow \otimes^nE \)

will be denoted by \( \iota^n_E \) and \( \sigma^n_E : \otimes^nE \to \otimes^{n,s}E \) is the canonical projection (from now on \( \sigma^n_E \) is considered as a map onto \( \otimes^{n,s}E \)); clearly \( \sigma^n_E \circ \iota^n_E = \text{id}_{\otimes^{n,s}E} \). If \( (E, F) \) is a separating dual system, then the following diagrams of natural maps...
commute. See [5] for details on the algebraic theory of symmetric tensor products; they were introduced by R. Ryan [10] to Functional Analysis.

1.2. A tensor norm $\beta$ of order $n$ assigns to each $n$-tuple $(E_1, \ldots, E_n)$ of normed spaces a norm $\beta(\cdot; E_1, \ldots, E_n)$ on $\otimes(E_1, \ldots, E_n)$ (notation $\otimes_\beta(E_1, \ldots, E_n)$ or $\otimes_{\beta,j=1}^n E_j$ or $\otimes_\beta^E$ if all $E_j = E$) such that

1. $\varepsilon \leq \beta \leq \pi$ where $\varepsilon$ and $\pi$ are the natural injective and projective norms.

2. The metric mapping property: If $T_j \in \mathcal{L}(E_j; F_j)$, then

$$\left\| \sum_{j=1}^n T_j : \otimes_{\beta,j=1}^n E_j \rightarrow \otimes_{\beta,j=1}^n F_j \right\| = \|T_1\| \cdots \|T_n\|.$$

Equivalently it is enough that

1'. $\beta(\otimes^1; K, \ldots, K) = 1$

2'. Same as (2) with $\leq \|T_1\| \cdots \|T_n\|$.

It is clear that the same definitions can be made if the class NORM of all normed spaces is replaced by the class FIN of all finite dimensional normed spaces. To distinguish these norms from the $s$-tensor norms (on symmetric tensor products tensor products to be defined in a moment) it might be helpful to label them as "full tensor norms". For a given "full" tensor norm $\beta$ of order $n$ one can define the tensor norms

$$\overline{\beta}(z; E_1, \ldots, E_n) := \inf \{ \beta(z; M_1, \ldots, M_n) : M_j \in \text{FIN} (E_j), z \in \otimes_{j=1}^n M_j \}$$

$$\overline{\beta}(z; E_1, \ldots, E_n) := \sup \{ \beta((\otimes_{j=1}^n Q_L E_j)(z); E_1/L_1, \ldots, E_n/L_n) : L_j \in \text{COFIN} (E_j) \}$$

(where FIN $(E)$ is the set of finite dimensional subspaces of $E$, COFIN $(E)$ the set of finite codimensional subspaces of $E$ and $Q_L^E : E \rightarrow E/F$ the natural quotient mapping); note that for these constructions it is enough to know $\beta$ on finite dimensional spaces. The mapping property implies $\overline{\beta} \leq \beta \leq \overline{\beta}$ and all three coincide if $E_1, \ldots, E_n$ have the metric approximation property (proof as in [3, 13.2.] for $n = 2$). $\beta$ is called finitely generated if $\beta = \overline{\beta}$ and cofinitely generated if $\beta = \overline{\beta}$. It is easy to see that $\varepsilon = \overline{\varepsilon} = \overline{\varepsilon}$ and $\pi = \overline{\pi} \neq \overline{\pi}$ - the latter using spaces without m.a.p. (see [3, 16.2.] for $n = 2$). If $\beta$ is a tensor norm of order $n$, then the dual tensor norm $\beta'$ is defined on FIN by

$$\otimes_{\beta'}(M_1, \ldots, M_n) := [\otimes_\beta(M'_1, \ldots, M'_n)]'$$
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and on \( N \) by the finite hull \( \beta' \). A tensor norm \( \beta \) is called \textit{injective} (resp. \textit{semi-injective}) if

\[
\otimes_\beta(F_1, \ldots, F_n) \longrightarrow \otimes_\beta(E_1, \ldots, E_n)
\]

is a metric (resp. isomorphic) injection whenever \( F_j \subseteq E_j \) are subspaces. In the case of semi-injectivity it is easy to see that there are universal constants for the equivalence of the norms on \( \otimes(F_1, \ldots, F_n) \). The tensor norm \( \beta \) is called \textit{projective} (resp. \textit{semi-projective}) if the natural map

\[
\otimes_{j=1}^n Q_{F_j}: \otimes_\beta^{E_j}(E_1, \ldots, E_n) \longrightarrow \otimes_\beta^E(E_1/F_1, \ldots, E_n/F_n)
\]

is a metric surjection (resp. open) whenever \( F_j \subseteq E_j \) are closed subspaces; again there are universal constants in the semi-projective case.

1.3. The theory of "full" tensor norms is well-developed in the case \( n = 2 \) (see e.g. [3]), it is due to Grothendieck [8] and, up to a certain extent, also to Schatten [11]. Many results are easily extended from 2 to \( n \).

1.4. Again being \( n \in \mathbb{N} \) fixed, an \( s \)-tensor norm \( \alpha \) of order \( n \) assigns to each normed space \( E \) a norm \( \alpha(\cdot; \otimes^n E) \) on \( \otimes^n E \) such that

1. \( \varepsilon_s \leq \alpha \leq \pi_s \)

2. The \textit{metric mapping property}: If \( T \in \mathcal{L}(E; F) \), then

\[
\| \otimes^n \alpha T : \otimes^n E \longrightarrow \otimes^n F\| = \|T\|^n.
\]

The theory of the natural projective \( s \)-tensor norm \( \pi_s \) and natural injective \( s \)-tensor norm \( \varepsilon_s \) is presented e.g. in [5]. As in the case of "full" tensor norms there is a useful test: \( \alpha \) is an \( s \)-tensor norm of order \( n \) if

1. \( \alpha(\cdot; \otimes^n E) \) is a seminorm on \( \otimes^n E \) (for all normed spaces \( E \))

2. \( \alpha(\otimes^n 1; \otimes^n \mathbb{K}) = 1 \)

3. Like (2) with \( \leq \) \( \|T\|^n \).

Restricting \( E \) to be in \( \text{FIN} \) (or on Hilbert spaces) one obtains the definition of an \( s \)-tensor norm of order \( n \) on \( \text{FIN} \) (or on the class of all Hilbert spaces). Having the definitions for full tensor norms in mind it is clear how to define the \textit{finite hull} \( \alpha' \), the \textit{cofinite hull} \( \alpha'' \) and the dual norm \( \alpha' \); note that for \( M \in \text{FIN} \)

\[
(\otimes^n M)' = \otimes^n M'
\]

(by definition) and hence

\[
|\langle z, z' \rangle| \leq \alpha(z; \otimes^n M)\alpha'(z'; \otimes^n M')
\]

for all \( z \otimes^n M \) and \( z' \in \otimes^n M' \); this sort of trace-duality is often useful. It follows from the definition of \( \varepsilon_s \) (see e.g. [5, 3.1]) that \( \pi'_s = \varepsilon_s \). Moreover, it is obvious how to define \( \alpha \) to be \textit{finitely generated}, \textit{cofinitely generated}, \textit{injective}, \textit{semi-injective}, \textit{projective} and \textit{semi-projective}.

An introduction to the theory of \( s \)-tensor norms will be presented in [6]; in this paper I shall need only the basic definitions.
2. The norm extension theorem

2.1. Fix \( n \in \mathbb{N} \). If \( \beta \) is a "full" tensor norm of order \( n \), then

\[
\beta_\varepsilon(z; \otimes^{n,s} E) := \beta(\varepsilon(z); \otimes^n E)
\]

(interpret \( \otimes^n E \) as \( E, \ldots, E \) (\( n \)-times)) defines an \( s \)-tensor norm of order \( n \) with \( \varepsilon|_{s} \leq \beta|_{s} \leq \pi|_{s} \). Since \( \pi|_{s} \leq \pi_{s} \) but \( \pi|_{s} \neq \pi_{s} \) (and \( \varepsilon_{s} \neq \varepsilon|_{s} \); see [5]) not all \( s \)-tensor norms are of this form. However, for every \( s \)-tensor norm \( \alpha \) there is a full \( \beta \) such that \( \alpha \) and \( \beta|_{s} \) are equivalent (notation: \( \alpha \sim \beta|_{s} \)): This is the main content of the norm extension theorem which will be proved. \( \beta \) can be chosen to be symmetric, i.e. the natural map \( R_{\eta} : \otimes_{\beta}(E_{1}, \ldots, E_{n}) \rightarrow \otimes_{\alpha}(E_{\eta(1)}, \ldots, E_{\eta(n)}) \) is an isometry (onto) for all permutations \( \eta \in S_{n} \). Clearly the projective norm \( \pi \) and the injective norm \( \varepsilon \) are symmetric. For \( n = 2 \) the norms \( w_{2} \) and \( w_{2}^{*} \) are symmetric.

2.2. It is worthwhile to have good information about the constants in the norm extension theorem. For this define for an \( s \)-tensor norm \( \alpha \)

\[
K_{2}(\alpha) := \sqrt{n!} \alpha(e_{1} \vee \cdots \vee e_{n}; \otimes^{n,s} \ell_{2}^{n})
\]

where the \( e_{j} \) are the unit vectors in \( \ell_{2}^{n} \).

Lemma. \((\frac{n!}{n^n})^{1/2} = K_{2}(\varepsilon_{s}) \leq K_{2}(\alpha) \leq K_{2}(\pi_{s}) = \left(\frac{n^n}{n!}\right)^{1/2}\)

PROOF: It is clear that \( K_{2}(\varepsilon_{s}) \leq K_{2}(\alpha) \leq K_{2}(\pi_{s}) \) for all \( s \)-tensor norms \( \alpha \). For an upper estimate of \( K_{2}(\pi_{s}) \) use the Rademacher functions \( r_{k} : [0,1] \rightarrow \{-1,+1\} \) in the polarization formula

\[
e_{1} \vee \cdots \vee e_{n} = \frac{1}{n!} \int_{0}^{1} r_{1}(t) \cdots r_{n}(t) \otimes^{n}(r_{1}(t), \ldots, r_{n}(t))dt
\]

hence

\[
\pi_{s}(e_{1} \vee \cdots \vee e_{n}; \otimes^{n,s} \ell_{2}^{n}) \leq \frac{1}{n!} \int_{0}^{1} \|(r_{1}(t), \ldots, r_{n}(t))\|_{\ell_{2}^{n}}^{n}dt \leq \frac{(\sqrt{n})^{n}}{n!}.
\]

For \( \varepsilon_{s} \) one obtains:

\[
\varepsilon_{s}(e_{1} \vee \cdots \vee e_{n}; \otimes^{n,s} \ell_{2}^{n}) = \sup\{|\langle e_{1} \vee \cdots \vee e_{n}; \otimes^{n} x'\rangle | x' \in B_{\ell_{2}^{n}}\} = \sup\left\{|x'_{1} \cdots x'_{n}| \mid \sum_{k=1}^{n} |x'_{k}|^{2} = 1 \right\} = n^{-n/2}
\]

- where the last equality can be proved using Lagrange multipliers. Now observe

\[
\langle e_{1} \vee \cdots \vee e_{n}, e_{1} \vee \cdots \vee e_{n} \rangle = \left(\frac{1}{n!}\right)^{2} \sum_{\eta, \sigma \in S_{n}} \langle e_{\eta(1)} \otimes \cdots \otimes e_{\eta(n)}, \sigma(1) \otimes \cdots \otimes e_{\sigma(n)} \rangle
\]

\[
= \frac{1}{n!}
\]
hence the "trace-duality" \((\otimes_{s=1}^n \ell_2^n)^\prime = \otimes_{s=1}^n \ell_2^n\) implies

\[
\frac{1}{n!} = \langle e_1 \vee \cdots \vee e_n, e_1 \vee \cdots \vee e_n \rangle \leq \pi_s(e_1 \vee \cdots \vee e_n; \otimes_{s=1}^n \ell_{2s}^n) \leq \frac{n^{n/2}}{n!} \cdot n^{-n/2} = \frac{1}{n!}
\]

and therefore \(\pi_s(e_1 \vee \cdots \vee e_n; \otimes_{s=1}^n \ell_{2s}^n) = \frac{n^{n/2}}{n!}\). \(\square\)

The trace-duality gives \(K_2(\alpha)K_2(\alpha') \geq 1\) for all \(s\)-tensor norms \(\alpha\) and it would be interesting to check whether equality holds for \(\alpha\) and it would be interesting to check whether equality holds (as in the case of \(\alpha = \varepsilon_s\)).

2.3. Everything is prepared to state and prove the

**Norm Extension Theorem.** For every \(s\)-tensor norm \(\alpha\) of order \(n\) there is a full symmetric tensor norm \(\beta\) of order \(n\) with \(|\beta|_s\) being equivalent to \(\alpha\). More precisely: there is a construction which gives for every \(s\)-tensor norm \(\alpha\) of order \(n\) a full symmetric tensor norm \(\Phi(\alpha)\) of order \(n\) such that

1. \(\|\sigma_E^n : \otimes_{\Phi(\alpha)}^n E \rightarrow \otimes_{\alpha}^n E\| \leq \left(\frac{n^n}{n!}\right)^{1/2} K_2(\alpha) \leq \frac{n^n}{n!}\) for all normed spaces \(E\).
2. \(\|\nu_E^n : \otimes_{\Phi(\alpha)}^n E \rightarrow \otimes_{\Phi(\alpha)}^n E\| \leq \left(\frac{n^n}{n!}\right)^{1/2} K_2(\alpha)^{-1} \leq \frac{n^n}{n!}\) for all normed spaces \(E\).
3. In particular:

\[
\frac{n^n}{n!} \Phi(\alpha)|_s \leq \left(\frac{n^n}{n!}\right)^{1/2} K_2(\alpha) \Phi(\alpha)|_s \leq \alpha \leq \left(\frac{n^n}{n!}\right)^{1/2} K_2(\alpha) \Phi(\alpha)|_s \leq \frac{n^n}{n!} \Phi(\alpha)|_s
\]

4. If \(\alpha_1 \leq c \alpha_2\), then \(K_2(\alpha_1) \Phi(\alpha_1) \leq c K_2(\alpha_2) \Phi(\alpha_2)\).
5. If \(\alpha\) is finitely generated (resp. cofinitely generated), then \(\Phi(\alpha)\) is finitely generated (resp. cofinitely generated).
6. If \(\alpha\) is injective, then \(\Phi(\alpha)\) is injective.
7. If \(\alpha\) is semi-projective (resp. semi-injective), then \(\Phi(\alpha)\) is semi-projective (resp. semi-injective).
8. For the dual norm \(\alpha'\) one has \(\Phi(\alpha') \sim \Phi(\alpha)'\), more precisely

\[
\Phi(\alpha') \leq K_2(\alpha) K_2(\alpha') \Phi(\alpha') \leq n^{n/2} \Phi(\alpha)',
\]

9. If \(\gamma\) is a full symmetric tensor norm of order \(n\), then \(\Phi(\gamma)|_s \sim \gamma\); with constants:

\[
\frac{1}{\sqrt{n!}} K_2(\gamma)|_s \Phi(\gamma)|_s \leq \gamma \leq \sqrt{n!} K_2(\gamma)|_s \Phi(\gamma)|_s.
\]
Proof: (a) If $E_1, \ldots, E_n$ are normed spaces, $\ell_2^n(E_j) := \ell_2^n(E_1, \ldots, E_n)$ and $P_k : \ell_2^n(E_j) \rightarrow E_k$ and $I_k : E_k \hookrightarrow \ell_2^n(E_j)$ the natural projections and injections, then it is straightforward to see that id $\otimes_{j=1}^n E_j = q_{E_1,\ldots,E_n} \circ J_{E_1,\ldots,E_n}$ where

$$J_{E_1,\ldots,E_n} : \otimes_{j=1}^n E_j \xrightarrow{\otimes_{j=1}^n I_j} \otimes_{j=1}^n \ell_2^n(E_j) \xrightarrow{\otimes_{j=1}^n P_j} \otimes_{j=1}^n \ell_2^n(E_j)$$

$Q_{E_1,\ldots,E_n} : \otimes_{j=1}^n \ell_2^n(E_j) \xrightarrow{\otimes_{j=1}^n P_j} \otimes_{j=1}^n \ell_2^n(E_j) \xrightarrow{\otimes_{j=1}^n I_j} \otimes_{j=1}^n E_j$

(see [5, 1.10] for the origin of this factorization). Note that

$$J_{E_1,\ldots,E_n}(x_1 \otimes \cdots \otimes x_n) = \sqrt{n!} (x_1, 0, \ldots, 0) \vee \cdots \vee (0, \ldots, 0, x_n).$$

(b) The definition

$$\beta_\alpha(z; E_1, \ldots, E_n) := \alpha(J_{E_1,\ldots,E_n}(z); \otimes_{j=1}^n \ell_2^n(E_j))$$

gives a norm on $\otimes_{j=1}^n E_j$ which satisfies the metric mapping property (2') from 1.2.: to see this take $\|T_j : E_j \rightarrow F_j\| \leq 1$ and define $T : \ell_2^n(E_j) \rightarrow \ell_2^n(F_j)$ by $T(x_1, \ldots, x_n) := (T_1 x_1, \ldots, T_n x_n)$; then $\|T\| \leq 1$ and

$$\otimes_{j=1}^n E_j \xrightarrow{J_{E_1,\ldots,E_n}} \otimes_{j=1}^n \ell_2^n(E_j)$$

$$\otimes_{j=1}^n F_j \xrightarrow{J_{F_1,\ldots,F_n}} \otimes_{j=1}^n \ell_2^n(F_j)$$

commutes. This shows $\|T_1 \otimes \cdots \otimes T_n : \cdots\| \leq 1$. To see that $\beta_\alpha$ is symmetric, note first that for every $\eta \in S_n$ the natural map $S_\eta : \ell_2^n(E_1, \ldots, E_n) \rightarrow \ell_2^n(E_{\eta(1)}, \ldots, E_{\eta(n)})$ is an isometry (onto); moreover, the diagram

$$\otimes_{j=1}^n E_j \xrightarrow{J_{E_1,\ldots,E_n}} \otimes_{j=1}^n \ell_2^n(E_j)$$

$$\otimes_{j=1}^n E_{\eta(j)} \xrightarrow{J_{E_{\eta(1)},\ldots,E_{\eta(n)}}} \otimes_{j=1}^n \ell_2^n(E_{\eta(j)})$$

commutes, since

$$\left(\sqrt{n!}\right)^{-1} (\otimes_{j=1}^n S_\eta) J_{E_1,\ldots,E_n} (x_1 \otimes \cdots \otimes x_n) = (\otimes_{j=1}^n S_\eta)(x_1, 0, \ldots, 0) \vee \cdots =$$

$$= S_\eta(x_1, 0, \ldots, 0) \vee \cdots \vee S_\eta(0, \ldots, 0, x_n) =$$

$$= (0, \ldots, x_1, 0, \ldots, 0) \vee \cdots \vee (0, \ldots, x_n, 0, \ldots, 0) =$$

$$= (x_{\eta(1)}, 0, \ldots, 0) \vee \cdots \vee (0, \ldots, 0, x_{\eta(n)}) =$$

$$= \left(\sqrt{n!}\right)^{-1} J_{E_{\eta(1)},\ldots,E_{\eta(n)}} x_{\eta(1)} \otimes \cdots \otimes x_{\eta(n)}.$$
The extension theorem for norms on symmetric tensor products

The metric mapping property of $\alpha$ implies that $\beta_\alpha$ is symmetric. Since $\beta_\alpha(\otimes^n 1; \mathbb{K}, \ldots, \mathbb{K}) = K_2(\alpha)$ one obtains that
\[ \Phi(\alpha) := K_2(\alpha)^{-1} \beta_\alpha \]
defines a full symmetric tensor norm of order $n$.

(c) To estimate $\sigma^n_E$ consider $S : \ell^n_2(E) \to E$ defined by $S(x_1, \ldots, x_n) := \sum_{k=1}^n x_k$; clearly $\|S\| = \sqrt{n}$. For $x_1, \ldots, x_n \in E$ one obtains
\[ \sigma^n_E(x_1 \otimes \cdots \otimes x_n) = x_1 \vee \cdots \vee x_n = S(x_1, 0, \ldots, 0) \vee \cdots \vee S(0, \ldots, 0, x_n) = (n!)^{-1/2} [\otimes^n S] \circ J_{nE}(x_1 \otimes \cdots \otimes x_n) \in \otimes^n E \]
hence $\sigma^n_E = (n!)^{-1/2} [\otimes^n S] \circ J_{nE}$ which implies
\[ \|\sigma^n_E : \otimes^n_\beta E \to \otimes^n_\alpha \ell^n_2(E) \| (n!)^{-1/2} [\otimes^n S] \circ \otimes^n_\alpha E \| \leq (n!)^{-1/2} \|S\|_n = \left( \frac{n^n}{n!} \right)^{1/2} \]

(d) To see the estimate for $\ell^n_2(E)$ consider Rademacher functions $r_k : [0,1] \to \{-1, +1\}$ and, for every $t \in [0, 1]$, the operators
\[ D_t : \ell^n_2(E) \to \ell^n_2(E), \quad (x_1, \ldots, x_n) \mapsto (r_1(t)x_1, \ldots, r_n(t)x_n) \]
\[ \Delta : E \to \ell^n_2(E), \quad x \mapsto (x, \ldots, x) \]
Thus $\|D_t\| = 1$ and $\|\Delta\| = \sqrt{n}$. For $x \in E$ one gets
\[ J_{nE}(x) = \sqrt{n!} (x, 0, \ldots, 0) \vee \cdots \vee (0, \ldots, 0, x) = \frac{1}{\sqrt{n!}} \int_0^1 r_1(t) \cdots r_n(t) \otimes^n (r_1(t)x, \ldots, r_n(t)x) dt = \frac{1}{\sqrt{n!}} \int_0^1 r_1(t) \cdots r_n(t)[\otimes^n D_t \circ \Delta] \otimes^n x \, dt \]
and therefore for all $z \in \otimes^n E$
\[ J_{nE}(z) = \frac{1}{\sqrt{n!}} \int_0^1 r_1(t) \cdots r_n(t)[\otimes^n D_t \circ \Delta] z \, dt \in \otimes^n \ell^n_2(E) \]
It follows for all $z \in \otimes^n E$ that
\[ \beta_\alpha(J^n_{nE}(z); \ell^n_2(E)) = \alpha(J_{nE}(z); \otimes^n \ell^n_2(E)) \leq \frac{1}{\sqrt{n!}} \|\Delta\|_n \alpha(z; \otimes^n E) \leq \left( \frac{n^n}{n!} \right)^{1/2} \alpha(z; \otimes^n E) \]
hence (2). Note that this gives in particular
\[ \|Q_{E_1, \ldots, E_n} : \otimes^n \ell^n_2(E_j) \to \otimes^n \beta_\alpha \otimes \beta_\alpha E_j \| \leq \left( \frac{n^n}{n!} \right)^{1/2} \sqrt{n!} = n^{n/2} \]
and $Q_{E_1, \ldots, E_n}$ is continuous; the fact that $\text{id} \otimes E_j = Q_{E_1, \ldots, E_n} \circ J_{E_1, \ldots, E_n}$ implies that $Q_{E_1, \ldots, E_n}$ is even open and hence $\Phi(\alpha)$ is equivalent to the quotient norm of $Q_{E_1, \ldots, E_n}$. 
(e) If $\alpha_1 \leq c \alpha_2$, then $\beta_{\alpha_1} \leq c \beta_{\alpha_2}$ which is (4).

(f) Assume that $\alpha$ is a finitely generated s-tensor norm. Since every $M \in \text{FIN} (\ell_2^n(E_j))$ is contained in some $\ell_2^n(M_j)$ with $M_j \in \text{FIN} (E_j)$ one obtains

$$
\beta_{\alpha}(z; E_1, \ldots, E_n) = \alpha(J_{E_1, \ldots, E_n}(z); \otimes^{n,s}_{2}E_j) = \inf \{ \alpha(J_{E_1, \ldots, E_n}(z); \otimes^{n,s}_{2}M_j) \mid M_j \in \text{FIN} (E_j), J \ldots(z) \in \otimes^{n,s}_{2}E_j \} = \inf \{ \alpha(J_{M_1, \ldots, M_n}(z); \otimes^{n,s}_{2}M_j) \mid M_j \in \text{FIN} (E_j), z \in \otimes^{n,s}_{j=1}M_j \} = \inf \{ \beta_{\alpha}(z; M_1, \ldots, M_n) \mid M_j \in \text{FIN} (E_j), z \in \otimes^{n,s}_{j=1}M_j \}
$$

which shows that $\Phi(\alpha)$ is finitely generated.

(g) If $\alpha$ is cofinitely generated take $L \in \text{COFIN} (\ell_2^n(E_j))$, recall $\ell_2^n(E_j)' = \ell_2^n(E_j)'$ and choose $L_j \in \text{COFIN} (E_j)$ with

$$L \supset \ker[\ell_2^n(E_j) \hookrightarrow \ell_2^n(E_j/L_j)] =: L_0 \subset \text{COFIN} (\ell_2^n(E_j)).$$

The diagram

$$
\begin{array}{ccc}
\otimes_{\beta_{\alpha},j=1}^n E_j & \xrightarrow{J_{E_1, \ldots, E_n}} & \otimes_{\alpha}^{n,s}E_j \\
\otimes_{j=1}^n Q_{E_j} & \quad & \otimes_{\alpha}^{n,s}Q_{E_j} \\
\otimes_{\beta_{\alpha},j=1}^n E_j/L_j & \xrightarrow{J_{E_1/L_1, \ldots, E_n/L_n}} & \otimes_{\alpha}^{n,s}E_j/L_0 \xrightarrow{1} \otimes_{\alpha}^{n,s}E_j/L_j
\end{array}
$$

commutes which easily gives that $\beta_{\alpha}$ and hence $\Phi(\alpha)$ is cofinitely generated.

(h) If $\alpha$ is (semi-)injective it is immediate, by the construction, that $\beta_{\alpha}$ is (semi-) injective and hence $\Phi(\alpha)$. The fact that $\Phi(\alpha)$ is equivalent to the quotient norm of $Q_{E_1, \ldots, E_n}$ (see part (d) of this proof) implies easily that $\Phi(\alpha)$ is semi-projective if $\alpha$ is semi-projective.

(i) To show the statement (8) about the dual norms, take an s-tensor norm $\alpha$ and observe first, that $\Phi(\alpha')$ is finitely generated by (5); since $\Phi(\alpha)'$ anyhow is finitely generated it is enough to show that $\Phi(\alpha)'$ and $\Phi(\alpha')$ are equivalent on FIN (with constants independent of the space): for this take $M := (M_1, \ldots, M_n) \in \text{FIN}^n$ and define, for convenience, $M' := (M_1', \ldots, M_n')$. Observe that

$$[I_k : M_k \rightarrow \ell_2^n(M)]' = [P_k : \ell_2^n(M') \rightarrow M_k'] \quad \text{and} \quad P_k' = I_k;$$

moreover, $\left( \sigma_{\ell_2^n(M)}^n \right)' = \iota_{\ell_2^n(M')}$ and $\left( \iota_{\ell_2^n(M')} \right)' = \sigma_{\ell_2^n(M')}$ by the diagrams at the end of 1.1. This gives $J_M' = Q_{M'}$ and $Q_M' = J_M'$. Now define $\beta_{\alpha}'$ by

$$\otimes_{\beta_{\alpha}}^n M := (\otimes_{\beta_{\alpha}}^n M')'$$

and note that $\beta_{\alpha}' = K_2(\alpha)^{-1}(\Phi(\alpha))$. Dualizing

$$
\begin{array}{ccc}
\otimes_{\beta_{\alpha}}^n M' & \xrightarrow{J_{M'}} & \otimes_{\alpha}^{n,s}E_j(M') \\
& \xrightarrow{Q_{M'}} & \otimes_{\beta_{\alpha}}^n M'
\end{array}
$$
The extension theorem for norms on symmetric tensor products
to\[\otimes^n_{\alpha, \beta} M \xrightarrow{Q_M'} = \otimes^n_{\alpha'} \ell^m_2(M) \xrightarrow{J_M'} = \otimes^n_{\beta'} M\]
gives (see end of (d))\[
\beta_\alpha(z; M) = \alpha'(J_M(z); \otimes^n s_2^{\alpha'}(M)) \leq \|Q_M\| \beta_\alpha(z; M) \leq n^{n/2} \beta_\alpha(z; M)
\]
which implies (8).

(j) Finally let \(\gamma\) be a full symmetric tensor norm, then \(c_E := \|\sigma^E_\gamma, \otimes^n_{\gamma, s} E \| \leq 1\)
by the symmetry. Define\[
\gamma_1 := \beta_\gamma|_s = K_2(\gamma|_s) \Phi(\gamma|_s),
\]
then\[
\gamma_1(z; E_1, \ldots, E_n) \leq c_{\ell^m_2(E)}, \sqrt{n!} \gamma([I_1 \otimes \cdots \otimes I_n](z); \ell^m_2(E_1), \ldots, \ell^m_2(E_n)) \leq \sqrt{n!} \gamma(z; E_1, \ldots, E_n)
\]
hence \(\gamma_1 \leq \sqrt{n!} \gamma\) and \(\Phi(\gamma|_s) \leq K_2(\gamma|_s)^{-1} \sqrt{n!} \gamma\). On the other hand\[
\gamma(z; E_1, \ldots, E_n) = \gamma(Q_{E_1, \ldots, E_n} \circ J_{E_1, \ldots, E_n}(z); E_1, \ldots, E_n) \leq \sqrt{n!} \gamma|_s (J_{E_1, \ldots, E_n}(z); \otimes^n s_2^{\alpha'}(E_2)) = \sqrt{n!} \gamma_1(z; E_1, \ldots, E_n)
\]
hence \(\gamma \leq \sqrt{n!} K_2(\gamma|_s) \Phi(\gamma|_s)\).

2.4. Some comments on the construction: it is clear that one may take \(\ell^m_p(E)\) in the construction (or any symmetric norm on \(\mathbb{R}^n\) instead of the \(\ell_2\)-norm); I took \(p = 2\) to facilitate the dualization.

2.5. Taking \(\tilde{\beta}_0\) to be the quotient norm of \(Q_{E_1, \ldots, E_n}\) would give (after normalization as in part (b) of the proof) a full symmetric tensor norm \(\Psi(\alpha)\) of order \(n\), equivalent to \(\Phi(\alpha)\) (see the end of (d) of the proof in 2.3.), satisfying (1)–(5), (7)–(9), (with other constants, a priori), and: If \(\alpha\) is projective, then \(\Psi(\alpha)\) is projective. Is \(\Psi(\alpha) \neq \Phi(\alpha)\)?

2.6. Note that (9) (and (4)) imply that two symmetric full tensor norms (of order \(n\)) are equivalent if they are equivalent on symmetric tensor products. In other words: There is (up to equivalence) at most one full symmetric tensor norm extending a given s-tensor norm.

2.7. Since\[
\frac{n^n}{n!} = \|\sigma^n_{\ell_1} : \otimes^n s_2 \ell_1 \| \leq \|\sigma^n_{\phi_{(\ell_1)}} : \otimes^n s_2 \ell_1 \| = \frac{n^n}{n!}
\]
\[
\frac{n^n}{n!} = \|\ell^n_{c_0} : \otimes^n s_c c_0 \| \leq \|\ell^n_{\phi_{(c_0)}} : \otimes^n s_c c_0 \| = \frac{n^n}{n!}
\]
(see e.g. [5, 2.1., 2.3. and 5.3]) it follows that the constant \(\frac{n^n}{n!}\) is best possible.
2.8. I do not know whether any s-tensor norm $\alpha$ with $\varepsilon_s \leq \alpha \leq \pi_s$ can be extended to a full norm $\gamma$ with $\gamma|_s = \alpha$.

2.9. For the investigation of individual spaces the constants

$$c(n, \alpha, E) := \|\sigma^E_{\Phi(\alpha)} \otimes^{n,s}_\alpha E \rightarrow \otimes^{n,s}_\alpha E\| \leq \left(\frac{n^2}{n!}\right)^{1/2} K_2(\alpha) \leq \frac{n^2}{n!}$$

$$d(n, \alpha, E) := \|\iota^E_{\phi} \otimes^{n,s}_\alpha E\| \leq \left(\frac{n^2}{n!}\right)^{1/2} K_2(\alpha)^{-1} \leq \frac{n^2}{n!}$$

may be of interest.

3. Some applications

3.1. Every continuous $n$-homogeneous polynomial on a normed space $E$, notation: $q \in \mathcal{P}^n(E)$, has a canonical extension $\bar{q} \in \mathcal{P}^n(E''')$, usually called the Aron-Berner extension (see e.g. [5, 6.5.]). Let us use the identification $\mathcal{P}^n(E) \cong (\otimes^{n,s}_\alpha E)'$, $q \sim q^t$. It would be interesting to know whether

$$\|\bar{q}^L\|_{(\otimes^{n,s}_\alpha E)'} = \|q^L\|_{(\otimes^{n,s}_\alpha E)'} \in [0, \infty]$$

holds. For $\alpha = \pi_s$ (Davie-Gamelin [4]) and $\alpha = \varepsilon_s$ (Carando-Zalduendo [2], see [5] for an alternative proof) this is true, but not at all trivial.

**Isomorphic Extension Lemma.** Let $\alpha$ be a finitely generated s-tensor norm of order $n$, $E$ normed and $q \in \mathcal{P}^n(E)$. Then $q^L \in (\otimes^{n,s}_\alpha E)'$ if and only if $\bar{q}^L \in (\otimes^{n,s}_\alpha E''')'$.

**PROOF:** Since $E \hookrightarrow E'''$, the metric mapping property implies one direction. For the other direction take a finitely generated full tensor norm $\beta$ of order $n$ such that $\beta|_s \sim \alpha$ (it exists due to the norm extension theorem). It can be seen (more or less as in the case $n = 2$, see [3, 13.2.1]) that the canonical Arens-extension $\varphi$ (see [5, 6.1.]) is in $(\otimes^{n,s}_\beta E)''$ if $\varphi$ is in $(\otimes^{n,s}_\alpha E)'$. Setting $\varphi := q^L \circ \sigma^E_{\varphi}$ gives $\bar{q}^L = \varphi \circ \iota^E_{\varphi}$, hence the result follows from the properties of $\beta$. 

3.2. It is worthwhile to mention that a normed ideal $\mathcal{Q}$ of $n$-homogeneous scalar-valued polynomials is maximal if and only if it is of the form

$$\mathcal{Q}(E) \cong (\otimes^{n,s}_\alpha E)'$$

for some finitely generated s-tensor norm $\alpha$ of order $n$; see [7]. The maximal normed ideals $\mathcal{A}$ of $n$-linear continuous functionals are of the form

$$\mathcal{A}(E_1, \ldots, E_n) \cong (\otimes^{n}_\beta(E_1, \ldots, E_n))'$$

(for all Banach spaces $E_j$) for some finitely generated full tensor norm of order $n$ (see also [7]). The norm extension theorem (use in particular that $\Phi(\alpha)$ is finitely generated if $\alpha$ is) easily gives the
Proposition. For every maximal normed ideal $\mathcal{Q}$ of $n$-homogeneous scalar-valued polynomials there is a maximal normed ideal $\mathcal{A}$ of $n$-linear functionals such that $q \in \mathcal{P}^n(E)$ (with associated symmetric $n$-linear form $\bar{q}$) is in $\mathcal{Q}(E)$ if and only if $\bar{q} \in \mathcal{A}(E, \ldots, E)$.

Checking the constants gives (if $\alpha$ is the "associated" finitely generated $s$-tensor norm to $\mathcal{Q}$ and $\mathcal{A}$ the ideal "associated" with the full tensor norm $\Phi(\alpha)$)

$$
\|\bar{q}\|_{\mathcal{A}} \leq c(n, \alpha, E) \|q\|_{\mathcal{Q}}
$$

$$
\|q\|_{\mathcal{Q}} \leq d(n, \alpha, E) \|\bar{q}\|_{\mathcal{A}}
$$

3.3. If $\beta$ is a finitely generated full tensor norm of order 2, then the canonical map $\ast : \tilde{\otimes}^2_\beta E \rightarrow \otimes^2 E$ is injective if $E$ has the approximation property (\(\tilde{\ast}\) stands for the completion; see e.g. [3, 17.20.] for a proof). The norm extension theorem easily gives:

If $\alpha$ is a finitely generated $s$-tensor norm of order 2 and $E$ a Banach space with the approximation property, then the canonical map $\ast \ast : \tilde{\otimes}^{2, s}_\alpha E \rightarrow \otimes^{2, s}_E E$ is injective. It is likely but not known whether $\ast$ (and hence $\ast \ast$) is injective also for arbitrary $n$. If $E$ has even the metric approximation property it is an easy consequence of the duality theory of $s$-tensor norms (to be presented in [6]) that $\ast \ast$ is injective for all $n$.

3.4. In the proof of $\Phi(\gamma|_s) \sim \gamma$ in the norm extension theorem it was not used that $\gamma$ is symmetric, only that $\|\sigma^\gamma_{\mathcal{A}} : \otimes^\gamma_{\mathcal{A}} E \rightarrow \otimes^{\gamma}_{\mathcal{A}} E\| \leq 1$.

Proposition. If $\gamma$ is a full tensor norm of order $n$ such that $\sigma^\gamma_{\mathcal{B}} : \otimes^\gamma_{\mathcal{B}} E \rightarrow \otimes^{\gamma, s}_{\mathcal{B}} E$ is continuous for all normed spaces $E$, then there is a full symmetric tensor norm $\beta$ of order $n$ equivalent to $\gamma$.

Proof: It is easy to see that there is a universal constant $c$ with $\|\sigma^\gamma_{\mathcal{B}} \ldots\| \leq c$. Now use just the part (j) of the proof of the norm extension theorem.

Note that $\beta$ can be chosen finitely generated, cofinitely generated, injective or projective if $\gamma$ is.

Corollary. For every full tensor norm $\gamma$ of order $n$ the following statements are equivalent:

1. For every normed space $E$ the symmetrization map $\sigma^\gamma_{\mathcal{B}} : \otimes^\gamma_{\mathcal{B}} E \rightarrow \otimes^\gamma_{\mathcal{B}} E$ is continuous.

2. For every permutation $\eta \in S_n$ and all normed spaces $E_1, \ldots, E_n$ the natural map $R_\eta : \otimes_\gamma (E_1, \ldots, E_n) \rightarrow \otimes_\gamma (E_{\eta(1)}, \ldots, E_{\eta(n)})$

is continuous.

Note that, for $n = 2$, Cohen’s tensor norm $w_1$ is not symmetric since $w_1$ is associated with the operator ideal of 1-factorable operators and $w_1^1 = w_\infty$ with the one of $\infty$-factorable operators (see [3, 17.8. and 17.12] for details). If follows that $\sigma^\gamma_{\mathcal{B}} : \otimes^2_{w_1} E \rightarrow \otimes^2_{w_1} E$ is, in general, not continuous.

3.5. A direct proof of the non-trivial part $(1) \sim (2)$ of this latter result runs as follows:
(see parts (a) and (b) of the proof of the norm extension theorem): the $J$'s are continuous by the mapping property and the continuity of the $\sigma^n_i$, the lower map is the identity, $Q$- and $\otimes^{n,s} S_\eta$ are continuous and hence also $R_\eta$. This proof holds also for locally convex spaces and tensor topologies of order $n$, defined as follows (see [1]): a tensor topology $\tau$ of order $n$ assigns to each $n$-tuple of locally convex spaces $(E_1, \ldots, E_n)$ a locally convex topology $\tau(E_1, \ldots, E_n)$ on $\otimes(E_1, \ldots, E_n)$ such that

1. $\otimes : E_1 \times \cdots \times E_n \longrightarrow \otimes_{\tau}(E_1, \ldots, E_n)$ is separately continuous.

2. If $D_j \subset E_j'$ are equicontinuous, then $\{x'_1 \otimes \cdots \otimes x'_n \mid x'_j \in D_j\} \subset [\otimes(E_1, \ldots, E_n)]^*$ is $\tau$-equicontinuous.

3. If $T_j \in \mathcal{L}(E_j; F_j)$, then $\otimes T_j : \otimes_{\tau}(E_1, \ldots, E_n) \longrightarrow \otimes_{\tau}(F_1, \ldots, F_n)$ is continuous.

It is worthwhile to note, that $\otimes_{\tau}(E_1, \ldots, E_n)$ is separated if all $E_j$ are separated: To see this, just observe that $\langle \otimes_{\eta=1}^n E_j \rangle$ is a separating dual system and $\otimes_{\eta=1}^n E_j' \subset (\otimes_{\eta=1}^n E_j')'$ by property (2).

The above proof (actually one needed only the mapping property (3)) gives the

**Proposition.** For every tensor topology $\tau$ of order $n$ the following are equivalent:

1. For every locally convex space $E$ the symmetrization map $\sigma^n_E : \otimes^n E \longrightarrow \otimes^n E$ is continuous.

2. For every $\eta \in S_n$ and locally convex spaces $E_1, \ldots, E_n$ the natural map

$$\otimes_{\tau}(E_1, \ldots, E_n) \longrightarrow \otimes_{\tau}(E_{\eta(1)}, \ldots, E_{\eta(n)})$$

is continuous (hence a homomorphism).

3.6. If $\beta$ is a full tensor norm of order $n$, one can construct a tensor topology of order $n$ (the so-called tensor norm topology associated with $\beta$) which, for each $n$-tuple of locally convex spaces $(E_1, \ldots, E_n)$, is defined by the seminorms $\otimes_{\beta}(p_1, \ldots, p_n)$

$$\otimes_{\beta}(p_1, \ldots, p_n) := \beta((\otimes_{\eta=1}^n Q_{p_j})(z)); E_1 / \ker p_1, \ldots, E_n / \ker p_n$$

(where $p_j$ runs through a basis of continuous seminorms on $E_j$ and $Q_{p_j} : E_j \longrightarrow E_j / \ker p_j$ are the natural quotient maps); these topologies were introduced by Harksen in 1979 for
The extension theorem for norms on symmetric tensor products

\[ n = 2 \, (\text{see} \ [9] \, \text{and} \ [3, \S35]). \] Notation: \( \otimes_\beta(E_1, \ldots, E_n) \) or \( \otimes_\beta^n E \) if \( E = E_1 = \cdots E_n \). If \( \alpha \) is an \( s \)-tensor norm of order \( n \) the same idea

\[
(\otimes_\alpha^{n,s} p)(z) := \alpha((\otimes^{n,s} Q_p)(z); \otimes^{n,s} E / \ker p)
\]
defines a locally convex topology on \( \otimes^{n,s} E \); notation: \( \otimes_\alpha^{n,s} E \).

**Proposition.** For each \( s \)-tensor norm \( \alpha \) of order \( n \) there is a full tensor norm \( \beta \) of order \( n \) such that for all locally convex spaces \( E \) the space \( \otimes_\alpha^{n,s} E \) is a complemented topological subspace of \( \otimes_\beta^n E \) (via \( \iota_E \)).

This is an immediate consequence of the norm extension theorem. The properties (4)–(9) have consequences for \( \otimes_\beta^n \): For example, \( \otimes_\beta^n \) respects subspaces/quotients topologically if \( \otimes_\alpha^{n,s} \) does.
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Abstract

Let $X$ and $Y$ be Banach spaces and $1 \leq p < \infty$, a sequence of operators $(T_n)$ from $X$ into $Y$ is called a $p$-summing multiplier if $(T_n(x_n))$ belongs to $\ell_p(Y)$ whenever $(x_n)$ satisfies that $(\langle x^*, x_n \rangle)$ belongs to $\ell_p$ for all $x^* \in X^*$. We present several examples of $p$-summing multipliers and extend known results for $p$-summing operators to this setting. We get, using almost summing and Rademacher bounded operators, some sufficient conditions for a sequence to be a $p$-summing multiplier between spaces with some geometric properties.
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1. Introduction.

Let $X$ and $Y$ be two real or complex Banach spaces and let $E(X)$ and $F(Y)$ be two Banach spaces whose elements are defined by sequences of vectors in $X$ and $Y$ (containing any eventually null sequence in $X$ or $Y$). A sequence of operators $(T_n) \in \mathcal{L}(X, Y)$ is called a multiplier sequence from $E(X)$ to $F(Y)$ if there exists a constant $C > 0$ such that

$$\| (T_n x_j)_{j=1}^n \|_{F(Y)} \leq C \| (x_j)_{j=1}^n \|_{E(X)}$$

for all finite families $x_1, \ldots, x_n$ in $X$. The set of all multiplier sequences is denoted by $(E(X), F(Y))$.

Given a real or complex Banach space $X$ and $1 \leq p \leq \infty$, we denote by $\ell_p(X)$ and $\ell_p^w(X)$ the Banach spaces of sequences in $X$ with norms $\| (x_n) \|_{\ell_p(X)} = \| (\| x_n \|) \|_{\ell_p}$ and $\| (x_n) \|_{\ell_p^w(X)} = \sup_{\| \cdot \| = 1} \| (\langle x^*, x_n \rangle) \|_{\ell_p}$ respectively. $\text{Rad}_p(X)$ stands for the space of sequences $(x_n) \in X$ such that

$$\sup \left( \int_0^1 \left( \sum_{j=1}^n r_j(t) x_j \right)^p dt \right)^{1/p} < \infty,$$

where $(r_j)_{j \in \mathbb{N}}$ are the Rademacher functions on $[0, 1]$ defined by $r_j(t) = \text{sign}(\sin 2^j \pi t)$.

It is easy to see that $\text{Rad}_\infty(X) = \ell_1^w(X)$. It follows from Kahane's inequalities (see [11], page 211) that $\text{Rad}_p(X) = \text{Rad}_q(X)$ with equivalent norms for all $1 \leq p, q < \infty$. This space will then be denoted $\text{Rad}(X)$, and we shall use the $L^1$-norm throughout the paper.

*The research was partially supported by the Spanish grant DGESIC PB98-1426
The reader is referred to [4],[5],[6],[7] for the study of multiplier sequences in the case \( E(X) = H^1(T,X) \), corresponding to vector-valued Hardy spaces, and \( F(Y) = \ell_p(Y) \) or \( F(Y) = BM(OA(T,Y), \) to [3], [8],[17] and [27] for \( E(X) = Rad(X) \) and \( F(Y) = Rad(Y) \), to [2] for the particular cases \( p = q, X = Y \) and \( T_j = \alpha_j I d_X \) and to [1] for the case \( E(X) = \ell_p^\infty(X) \) and \( F(Y) = \ell_q(K) \).

In this article we shall consider the case of the classical sequence spaces \( E(X) = \ell_p^\infty(X) \) and \( F(Y) = BMOA(T,Y) \). A sequence \((T_j)_{j \in \mathbb{N}}\) of operators in \( \mathcal{L}(X,Y) \) is a, \( p \)-summing multiplier if there exists a constant \( C > 0 \) such that, for any finite collection of vectors \( x_1, x_2, \ldots, x_n \) in \( X \), it holds that

\[
\left( \sum_{j=1}^{n} ||T_j x_j||^p \right)^{1/p} \leq C \sup_{||x||=1} \left( \sum_{j=1}^{n} |\langle x^*, x_j \rangle|^p \right)^{1/p}.
\]

Note that a constant sequence \( T_j = T \) for all \( j \in \mathbb{N} \) belongs to \((\ell_p^\infty(X), \ell_p(Y))\) if and only if \( T \) is a \( p \)-summing operator, usually denoted \( T \in \Pi_p(X,Y) \). This fact suggests the use of the notation \( \ell_{p,p}(X,Y) \) instead of \((\ell_p^\infty(X), \ell_p(Y))\).

In the paper [1] J.L. Arregui and the author introduced and considered the notion of \((p,q)\)-summing multipliers and concentrated on the case \( Y = \mathbb{K} \). It was shown that some geometric properties on \( X \) can be described using \( \ell_{p,p}(X,\mathbb{K}) \) and also that classical theorems, like Grothendieck theorem and others, can be rephrased into this setting.

Let us now recall the basic notions on Banach space theory and absolutely summing operators to be used later on.

An operator \( T \in \mathcal{L}(X,Y) \) is absolutely summing if for every unconditionally convergent series \( \sum x_j \) in \( X \) it holds that \( \sum T x_j \) is absolutely convergent in \( Y \).

For \( 1 < p < \infty \), an operator \( T: X \to Y \) is \( p \)-summing (see [22]) if it maps sequences \((x_j) \in \ell_p^\infty(X)\) into sequences \((T x_j) \in \ell_p(Y)\), equivalently, if there exists a constant \( C \) such that

\[
\left( \sum_{j=1}^{n} ||T x_j||^p \right)^{1/p} \leq C \sup_{||x||=1} \left( \sum_{j=1}^{n} |\langle x^*, x_j \rangle|^p \right)^{1/p}
\]

for any finite family \( x_1, x_2, \ldots, x_n \) of vectors in \( X \).

The least of such constants is the \( p \)-summing norm of \( u \), denoted by \( \pi_p(T) \). The space \( \Pi_p(X,Y) \) of all \( p \)-summing operators from \( X \) to \( Y \) then is a Banach space for \( 1 < p < \infty \). It is well known that the space of absolutely summing operators coincides with the space of \( 1 \)-summing operators.

For \( 1 \leq p \leq 2 \) (respect. \( q > 2 \)), a Banach space \( X \) is said to have \((\text{Rademacher})\) type \( p \) (resp. \((\text{Rademacher})\) cotype \( q \)) if there exists a constant \( C \) such that

\[
\int_0^1 \left( \sum_{j=1}^{n} |x_j r_j(t)| \right) dt \leq C \left( \sum_{j=1}^{n} ||x_j||^p \right)^{1/p}
\]

(resp.

\[
\left( \sum_{j=1}^{n} ||x_j||^q \right)^{1/q} \leq C \int_0^1 \left( \sum_{j=1}^{n} |x_j r_j(t)| \right) dt,
\]

for any finite family \( x_1, x_2, \ldots, x_n \) of vectors in \( X \).
A Banach space $X$ is said to have the Orlicz property if there exists a constant $C$ such that

$$\left(\sum_{j=1}^{n} ||x_j||^2\right)^{1/2} \leq C \sup_{||x^*||=1} \sum_{j=1}^{n} |\langle x_j, x^* \rangle|$$

for any finite family $x_1, x_2, \ldots x_n$ of vectors in $X$.

Let us recall that Grothendieck’s theorem establishes, in this setting, that, for any compact set $K$, any measure space $(\Omega, \Sigma, \mu)$ and any Hilbert space $H$,

$$\mathcal{L}(L_1(\mu), H) = \Pi_1(L_1(\mu), H).$$

or

$$\mathcal{L}(C(K), L^1(\mu)) = \Pi_2(C(K), L^1(\mu)).$$

Because of that a Banach space $X$ is called a GT-space, i.e. $X$ satisfies the Grothendieck theorem if (see [24], page 71)

$$\mathcal{L}(X, \ell_2) = \Pi_1(X, \ell_2).$$

The basic theory of $p$-summing operators, type and cotype can be found, for example, in the books [11], [9], [16], [26], [23], [24] or [27].

In this paper we restrict ourselves to the case $p = q$ for simplicity, although some of the results presented here can be easily stated in the general case. The paper is divided into three sections. In the first one we shall give several examples of $p$-summing multipliers. In the second one we show some general results extending known facts in the study of $p$-summing operators to $p$-summing multipliers. In the last section we relate this new notion to the class of almost summing operators or Rademacher bounded sequences and find some sufficient conditions for a sequence to belong to $\ell_{\pi_p}(X, Y)$, at least for certain spaces $X$ and $Y$.

Throughout the paper $(e_j)$ denotes the canonical basis of the sequence spaces $\ell_p$ and $c_0$, $(x^*, x)$ the duality pairing between $X^*$ and $X$, $p'$ the conjugate exponent of $p$, $\mathbb{K}$ stands for $\mathbb{R}$ or $\mathbb{C}$ and, as usual, $C$ denotes a constant that may vary from line to line.

2. Definition and examples.

It is not difficult to show (see [1] Proposition 2.1) that $(\ell_p(X), \ell_p(Y)) = \ell_\infty(\mathcal{L}(X, Y))$ for any couple of Banach spaces $X$ and $Y$ and $1 \leq p \leq \infty$. Let us give a name to the multipliers corresponding to $(\ell_p^*(X), \ell_p(Y))$.

**Definition 2.1** (see [1]) Let $X$ and $Y$ be Banach spaces, and let $1 \leq p, q < \infty$. A sequence $(T_j)_{j \in \mathbb{N}}$ of operators in $\mathcal{L}(X, Y)$ is a $(p, q)$-summing multiplier if there exists a constant $C > 0$ such that, for any finite collection of vectors $x_1, x_2, \ldots x_n$ in $X$, it holds that

$$\left(\sum_{j=1}^{n} ||T_j x_j||^p\right)^{1/p} \leq C \sup_{||x^*||=1} \left(\sum_{j=1}^{n} |\langle x^*, x_j \rangle|^q\right)^{1/q}.$$
We use $\ell_{p,q}(X,Y)$ to denote the set of $(p,q)$-summing multipliers, and $\pi_{p,q}(T_j)$ is the least constant $C$ for which $(T_j)$ verifies the inequality in the definition. In order to avoid ambiguities, sometimes we shall use $\pi_{p,q}(T_j; X, Y)$.

We shall only deal with the case $p = q$. The space $\ell_{p,p}(X,Y)$ will be denoted $\ell_{p}(X,Y)$, its norm $\pi_{p}$ and its elements will be called $p$-summing multipliers. It is not difficult to show (see [1]) that if $X$ and $Y$ are Banach spaces and $1 \leq p < \infty$ then $(\ell_{p}(X,Y), \pi_{p})$ is a Banach space.

**Remark 2.1** A sequence $(T_j) \in \ell_{p_1}(X, Y)$ if and only if it holds that for any unconditionally convergent series $\sum x_j$ in $X$ we have $(T_j(x_j))_{j \geq 1} \in \ell_{1}(Y)$ (see [1]).

**Remark 2.2** Let $1 \leq p < \infty$. A sequence $(T_j) \in \ell_{p_1}(X, Y)$ if and only if the map $(y^*_j) \to (T_j^*(y^*_j))$ is bounded from $\ell_{p'}(Y^*)$ into $\ell_{p, p}(X, K)$.

Moreover $\pi_p(T_n; X, Y, Y) = \sup_{\|y_n\|_{\ell_{p}(Y^*)} = 1} \pi_{p}(T_n(y_n); X, K)$.

Let us now mention some basic examples of $p$-summing multipliers in different contexts.

**Example 2.1** Let $1 \leq p < \infty$ and $\mu$ be a probability measure on a compact set $K$. Let $(\phi_n)$ be a sequence of continuous functions and define $T_n : C(K) \to L^p(\mu)$ by $T_n(\psi) = \phi_n \psi$.

If $(\sum_{n=1}^{\infty} |\phi_n|^p')^{1/p'} \in L^p(\mu)$ then $T_n \in \ell_{p}(C(K), L^p(\mu))$.

**Proof.** Assume $p > 1$ (the case $p=1$ is left to the reader). Let $n \in \mathbb{N}$ and $\psi_1, \psi_2, \ldots, \psi_n$ in $C(K)$. Recalling that

\[ ||(\psi_n)||_{\ell_{p}(C(K))} = ||(\sum_{k=1}^{n} |\psi_k|^p)^{1/p'} ||_{\infty} \] (4)

then

\[
\sum_{k=1}^{n} ||T_k(\psi_k)||_{L^p(\mu)}^p = \int_{K} \sum_{k=1}^{n} |\phi_k \psi_k|^p d\mu \\
\leq \int_{K} \left( \sum_{k=1}^{n} |\phi_k|^p' \right)^{p/p'} \left( \sum_{k=1}^{n} |\psi_k|^p \right) d\mu \\
\leq ||(\sum_{k=1}^{n} |\psi_k|^p)^{1/p'} ||_{\infty} \int_{K} \left( \sum_{k=1}^{n} |\phi_k|^p' \right)^{p/p'} d\mu.
\]

This shows that $\pi_p[T_j] \leq \left( \int_{K} (\sum_{k=1}^{n} |\phi_k|^p')^{p/p'} d\mu \right)^{1/p'}$. ■

**Example 2.2** Let $1 \leq p < \infty$, $(\Omega, \Sigma, \mu)$ and $(\Omega', \Sigma', \mu')$ be finite measure spaces. Let $(f_n) \in L^p(\mu, L^1(\mu'))$ and consider the operators $T_n : L^\infty(\mu') \to L^p(\mu)$ given by $T_n(\phi) = \langle \phi, f_n \rangle = \int_{\Omega'} \phi(w') f_n(u, w') d\mu(w')$.

If $\sup_n \|f_n(w, w')\| \in L^p(\mu, L^1(\mu'))$ then $T_n \in \ell_{p}(L^\infty(\mu'), L^p(\mu))$. 


Proof. Given \( n \in \mathbb{N} \) and \( \phi_1, \phi_2, \ldots, \phi_n \) in \( L^\infty(\mu') \) then

\[
\sum_{k=1}^{n} ||T_k(\phi_k)||_{L^p(\mu')}^p = \sum_{k=1}^{n} \int_{\Omega} |\langle \phi_k, f_k(w) \rangle|^p d\mu(w)
\]

\[
= \int_{\Omega} \sum_{k=1}^{n} |\int_{\Omega'} \phi_k(w') f_k(w, w') d\mu(w')|^p d\mu(w)
\]

\[
\leq \int_{\Omega} \left( \int_{\Omega'} \sup_k |f_k(w, w')| \left( \sum_{k=1}^{n} |\phi_k(w')|^p \right)^{1/p} d\mu(w') \right)^p d\mu(w)
\]

\[
\leq \left( \int_{\Omega'} \sup_k |f_k(w, w')| \left( \sum_{k=1}^{n} |\phi_k(w')|^p \right)^{1/p} d\mu(w') \right)^p d\mu(w).
\]

This shows, using (4), that \( \pi_p[T_j] \leq ||\sup_k|f_n(w, w')||_{L^p(\mu, L^1(\mu'))} \).

Example 2.3 Let \( 1 \leq p < \infty \) and \( (A_n) \) be a sequence of matrices such that \( T_n((\lambda_k)) = (\sum_{k=1}^{\infty} A_n(k, j) \lambda_k)_j \) defines bounded operators from \( c_0 \) to \( \ell_p \). If

\[
\sum_{k=1}^{\infty} \sup_n \left( \sum_{j=1}^{\infty} |A_n(k, j)|^p \right)^{1/p} < \infty
\]

then \( (T_n) \in \ell_{\pi_1}(c_0, \ell_p) \).

Proof. Note that \( T_n = \sum_{k=1}^{\infty} e_k^* \otimes y_{n,k} \) where \( (y_{n,k}) \in \ell_p \) is given by \( y_{n,k} = (A_n(k, j))_j \).

Hence, if \( x_n = (\lambda_{n,k})_k \) then

\[
\sum_{n=1}^{\infty} ||T_n(x_n)|| \leq \sum_{n=1}^{\infty} \sum_{k=1}^{\infty} |\langle e_k^*, x_n \rangle||y_{n,k}||
\]

\[
= \sum_{k=1}^{\infty} \sum_{n=1}^{\infty} |\lambda_{n,k}||\sum_{j=1}^{\infty} |A_n(k, j)|^p|^{1/p}
\]

\[
\leq \sum_{k=1}^{\infty} \sup_n \left( \sum_{j=1}^{\infty} |A_n(k, j)|^p \right)^{1/p} \sum_{n=1}^{\infty} |\lambda_{n,k}|
\]

\[
\leq (\sup_k \sum_{n=1}^{\infty} |\lambda_{n,k}|) \sum_{k=1}^{\infty} \sup_n \left( \sum_{j=1}^{\infty} |A_n(k, j)|^p \right)^{1/p}
\]

\[
= ||(x_n)||_{\ell_{\pi_1}(c_0)} \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |A_n(k, j)|^p|^{1/p}.
\]

Example 2.4 Let \( f \in L^1([0,1] \times [0,1]) \) and measurable sets \( E_n \subset [0,1] \) for \( n \in \mathbb{N} \). Let \( T_n : L^\infty([0,1]) \rightarrow L^1([0,1]) \) be defined by \( T_n(\phi)(t) = (f(t, s) \phi(s) ds)_{\chi_{E_n}(t)} \). Then \( (T_n) \in \ell_{\pi_2}(L^\infty([0,1]), L^1([0,1])) \).
Proof. First observe that \( f \) can be regarded as a function in \( L^1([0,1], L^1([0,1])) \) and then 
\[ \phi \mapsto \int_0^1 f(.,s)\phi(s)ds \]
defines a bounded operator from \( L^\infty([0,1]) \) to \( L^1([0,1]) \) with norm \( \leq 1 \).

Given \( n \in \mathbb{N} \) and \( \phi_1, \phi_2, ..., \phi_n \in L^\infty([0,1]) \) we have, using 2

\[
\sum_{k=1}^n ||T_k(\phi_k)||_{L^1}^2 = \sum_{k=1}^n ||(\int_0^1 f(.,s)\phi_k(s)ds)\chi_{E_k}||_{L^1}^2 \\
\leq \sum_{k=1}^n ||(\int_0^1 f(.,s)\phi_k(s)ds)||_{L^1}^2 \\
\leq K_2^2||f||_{L^1}^2||\sum_{k=1}^n |\phi_k|^2||_{L^2}^2.
\]

This shows that \( \pi_2[T] \leq K_G ||f||_{L^1}. \)

Example 2.5 Let \( u \in h^2(D) \), i.e. a harmonic function on the unit disc \( D \) such that 
\[ \sup_{0<r<1} \int_{-\pi}^{\pi} |u_r(re^{it})|^2 \frac{dt}{2\pi} < \infty \] where \( u_r(re^{it}) = u(re^{it}) \). Let us fix an increasing sequence \( r_n \) converging to 1 and define \( T_n : L^1(T) \to L^2(T) \) by \( T_n(\psi) = \psi * u_{r_n} \). Then \( (T_n) \in \ell_n(L^1(T), L^2(T)). \)

Proof. It is well known (see [13]) that \( u_r = P_r * \phi \) for some \( \phi \in L^2(T) \) where \( P_r \) stands for the Poisson kernel. Therefore \( T_n(\psi) = \psi * \phi * P_{r_n} \).

Given \( n \in \mathbb{N} \) and \( \psi_1, \psi_2, ..., \psi_n \) we have, using now (1) for the operator \( T : L^1(T) \to L^2(T) \) given by \( T(\psi) = \psi * \phi, \)

\[
\sum_{k=1}^n ||T_k(\psi_k)||_{L^2} = \sum_{k=1}^n ||\psi_k * \phi * P_{r_n}||_{L^2} \\
\leq \sum_{k=1}^n ||\psi_k * \phi||_{L^2} \\
\leq K_G||\psi_k||_{\ell^p(L^1)}||\phi||_{L^2}.
\]

Therefore one gets \( \pi_2[T] \leq K_G ||\phi||_{L^2} = K_G ||u||_{h^2}. \)

3. General facts on p-summing multipliers.

Let us start with some simple observations to get examples of p-summing multipliers. Examples 2.4 and 2.5 fall under the following general principle whose proof is left to the reader.

Proposition 3.1 Let \( X, Y \) and \( Z \) be Banach spaces and \( 1 \leq p < \infty \). If \( T \in \Pi_p(X,Y) \)
and \( (S_n) \in \ell_\infty(L(Y,Z)) \) then \( (S_nT) \in \ell_p(X,Z). \)
Moreover \( \pi_p[S_nT] \leq \pi_p[T] \sup_n ||S_n||. \)

Example 2.3 is also a particular case of the following:
Proposition 3.2 Let $X, Y$ be Banach spaces and $1 \leq p < \infty$.
Given $(y_{n,k}) \subset \ell_\infty(N \times N, Y)$ and $(x_k^*) \in \ell_1^\prime(X^*)$ let us consider $T_n = \sum_{k=1}^\infty x_k^* \otimes y_{n,k}$.
If $\sum_{k=1}^\infty \|x_k^*\| (\sup_n \|y_{n,k}\|) < \infty$ then $T_n \in \ell_\pi(X,Y)$.

Proof. Notice that
\[
\sum_{n=1}^\infty \|T_n(x_n)\| \leq \sum_{n=1}^\infty \sum_{k=1}^\infty |\langle x_k^*, x_n \rangle| \|y_{n,k}\| \\
= \sum_{k=1}^\infty \sum_{n=1}^\infty |\langle x_k^*, x_n \rangle| \|x_k^*\| \|y_{n,k}\| \\
\leq \left( \sup_{\|x^*\|=1} \sum_{n=1}^\infty |\langle x_n^*, x_n \rangle| \right) \sum_{k=1}^\infty \|x_k^*\| (\sup_n \|y_{n,k}\|).
\]

Lemma 3.3 Let $X$ be a Banach space, $n \in \mathbb{N}$, $x_1, x_2, \ldots, x_n \in X$ and $x_1^*, x_2^*, \ldots, x_n^* \in X^*$. Then
\[
\sum_{k=1}^n |\langle x_k^*, x_k \rangle| \leq \left( \sup_{\|x^*\|=1} \sum_{k=1}^n |\langle x_k^*, x_k \rangle| \right) \int_0^1 \| \sum_{k=1}^n x_k^* r_k(t) \| dt.
\]

Proof.
\[
\sum_{k=1}^n |\langle x_k^*, x_k \rangle| = \sup_{|\alpha_k|=1} \left| \sum_{k=1}^n \langle x_k^*, x_k \alpha_k \rangle \right| \\
\leq \sup_{|\alpha_k|=1} \left| \int_0^1 \langle \sum_{k=1}^n x_k^* \alpha_k r_k(t), \sum_{k=1}^n x_k^* r_k(t) \rangle dt \right| \\
\leq \sup_{|\alpha_k|=1} \sup_{t \in [0,1]} \| \sum_{k=1}^n x_k^* \alpha_k r_k(t) \| \int_0^1 \| \sum_{k=1}^n x_k^* r_k(t) \| dt \\
\leq \left( \sup_{|\|x^*\|=1} \sum_{k=1}^n |\langle x_k, x^* \rangle| \right) \int_0^1 \| \sum_{k=1}^n x_k^* r_k(t) \| dt.
\]

Proposition 3.4 Let $X$ and $Y$ be Banach spaces. If $(T_n) \subset \mathcal{L}(X,Y)$ is such that
\[
\sup_{|x|=1} \sum_{k=1}^\infty \|T_k(x)\| < \infty
\]
then $T_n \in \ell_\pi_1(X,Y)$. Moreover $\pi_1[T_n] \leq \sup_{|x|=1} \sum_{k=1}^\infty \|T_k(x)\|$.

Proof. Given $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n \in X$ we have, using Lemma 3.3,
Theorem 3.5 Let $X, Y$ and $Z$ be Banach spaces and $1 \leq p < \infty$.

i) If $(T_n) \in \ell_p(X, Y)$ and $(S_n) \in \ell_{\infty}(\mathcal{L}(Y, Z))$ then $(S_n T_n) \in \ell_p(X, Z)$. Moreover $\pi_p[S_n T_n] \leq \pi_p[T_n] \sup_n \|S_n\|$.

ii) If $(S_n) \in \ell_1(\mathcal{L}(X, Y))$ and $(T_n) \in \ell_p(Y, Z)$ then $(T_n S_n) \in \ell_p(X, Z)$. Moreover $\pi_p[T_n S_n] \leq \pi_p[T_n]|(S_n)|_{\ell_1(\mathcal{L}(X, Y))}$.

iii) If $T \in \mathcal{L}(X, Y)$ and $(T_n) \in \ell_{\pi_p}(Y, Z)$ then $T_n T \in \ell_{\pi_p}(X, Z)$.
Moreover $\pi_1[T_n T] \leq \pi_1[T_n]|T|$.

iv) If $T \in \Pi_2(X, Y)$ and $(T_n) \in \ell_{\pi_2}(Y, Z)$ then $T_n T \in \ell_{\pi_1}(X, Z)$.
Moreover $\pi_1[T_n T] \leq \pi_2[T_n]|T_2[T]$.

Proof. (i) Take $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n \in X$. Then

$$
\sum_{k=1}^{n} \|T_k(x_k)\|^p \leq \sum_{k=1}^{n} \|S_k\|^p \|T_k(x_k)\|^p
\leq \sup_n \|S_n\|^p \pi_p[T_n]|(x_n)|_{\ell_p}(X).
$$

(ii) Take $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n \in X$. Then

$$
\left(\sum_{k=1}^{n} \|T_k S_k(x_k)\|^p\right)^{1/p} \leq \pi_p[T_n] \sup_{\|y^*\|=1} \left(\sum_{k=1}^{n} |\langle S_k(x_k), y^* \rangle|^p\right)^{1/p}
= \pi_p[T_n] \sup_{\|y^*\|=1} \left(\sum_{k=1}^{n} |\langle x_k, S_k(y^*) \rangle|^p\right)^{1/p}.
$$
= \pi_p[T_n] \sup_{||y^*||=1} \sup_{||x||=1} |\sum_{k=1}^n \langle x_k \alpha_k, S_k^*(y^*) \rangle |

= \pi_p[T_n] \sup_{||y^*||=1} \sup_{||x||=1} |\int_0^1 \left( \sum_{k=1}^n x_k \alpha_k r_k(t), \sum_{k=1}^n S_k^*(y^*) r_k(t) \right) dt |

\leq \pi_p[T_n] \left( \sup_{||x||=1} \left| \sum_{k=1}^n x_k \alpha_k \right| \right) \left( \sup_{||y^*||=1} \left| \sum_{k=1}^n S_k^*(y^*) \right| \right)

= \pi_p[T_n] \pi_{\ell^p_p}(x) \sup_{||y^*||=1} \sum_{k=1}^n |\langle S_k^*(y^*), x \rangle |

= \pi_p[T_n] \pi_{\ell^p_p}(x) \sup_{||y^*||=1} \sum_{k=1}^n |\langle y^*, S_k(x) \rangle |

= \pi_p[T_n] \pi_{\ell^p_p}(x) \pi_{\ell^p_p}(S_n) \pi_{\ell^p_p}(C(X,Y)).

(iii) Take \( n \in \mathbb{N} \) and \( x_1, x_2, ..., x_n \in X \). Then

\[ \sum_{k=1}^n ||T_k T(x_k)||^p \leq \pi_p[T_n] \sup_{||z^*||=1} \sum_{k=1}^n |\langle T(x_k), z^* \rangle|^p \]

= \pi_p[T_n] \sup_{||z^*||=1} \sum_{k=1}^n |\langle x_k, T^*(z^*) \rangle|^p

\leq \pi_p[T_n] \sup_{||z^*||=1} \sum_{k=1}^n |\langle x_k, x^* \rangle|^p.

(iv) Given \( (x_n) \in \ell^p_2(X) \) and \( T \in \Pi_2(X,Y) \) then \( T(x_n) = \alpha_n x'_n \) where \( \alpha_n \in \ell_2 \) and \( x'_n \in \ell^p_2(X) \) and \( ||(x'_n)||_{\ell^p_2(X)} \leq ||(x_n)||_{\ell^p_2(X)}^{1/2} \pi_2[T] \) and \( ||(\alpha_n)||_{\ell_2} \leq ||(x_n)||_{\ell^p_2(X)}^{1/2} \) (see [11] page 53). Hence, for each \( n \in \mathbb{N} \)

\[ \sum_{k=1}^n ||T_k(Tx_k)|| = \sum_{k=1}^n ||T_k(x'_k)|| ||\alpha_k|| \]

\leq \pi_2[T_n] ||(x'_n)||_{\ell^p_2(X)} ||(\alpha_n)||_{\ell_2}

\leq \pi_2[T_n] \pi_2[T] ||(x_n)||_{\ell^p_2(X)}.

\[ \sum_{j=1}^n |\langle x^{**}_j, x^* \rangle| \leq C \sup_{||x^*||=1} \left( \sum_{j=1}^n |\langle x^{**}_j, x^* \rangle|^p \right)^{1/p}

\text{for every } x^{**}_1, ..., x^{**}_n \text{ in } X^{**}.

Let us now prove the natural generalization of the fact that \( T \in \Pi_p(X,Y) \) if and only if \( T^{**} \in \Pi_p(X^{**}, Y^{**}) \). We need the following lemma.

Lemma 3.6 (see [1], Proposition 2.9) Let \( X \) be a Banach space, \( 1 \leq p < \infty \) and let \( (x^*_j) \) be a sequence in \( X^* \). Then \( (x^*_j) \in \ell_{\pi_1,p}(X, K) \) if and only if there exists \( C > 0 \) such that
Theorem 3.7 Let $X$ and $Y$ be Banach spaces, $1 \leq p < \infty$ and let $(T_n) \in \mathcal{L}(X, Y)$. Then $(T_n) \in \ell_{\pi_p}(X, Y)$ if and only if $(T_n^{**}) \in \ell_{\pi_p}(X^{**}, Y^{**})$.

Proof. The only thing to show is that if $(T_n) \in \ell_{\pi_p}(X, Y)$ then $(T_n^{**}) \in \ell_{\pi_p}(X^{**}, Y^{**})$.

We have to show that there exists $C > 0$ for which 
\[
\left( \sum_{j=1}^{n} \|T_j^{**}(x_j^{**})\|^p \right)^{1/p} \leq C
\]
for any $x_1^{**}, \ldots, x_n^{**}$ in $X^{**}$ such that $\sup_{\|x\|=1} \left( \sum_{j=1}^{n} |\langle x_j^{**}, x^{**} \rangle|^p \right)^{1/p} = 1$.

Given $(y_j^*) \in \ell_{p'}(Y^*)$, Remark 2.2 shows that $(T_j^*(y_j^*)) \in \ell_{\pi_1,p}(X, \mathbb{K})$. Now Lemma 3.6 gives 
\[
\sum_{j=1}^{n} |\langle x_j^{**}, T_j^*(y_j^*) \rangle| = \sum_{j=1}^{n} |\langle T_j^{**}(x_j^{**}), y_j^* \rangle| \leq C.
\]
Therefore the result is achieved from the duality $(\ell_{p'}(Y^*))^* = \ell_p(Y^{**})$. ■

section Connections with other classes of operators and geometry of Banach spaces.

Regarding embeddings between the spaces, let us mention that for $1 \leq p \leq q < \infty$ one has $\ell_{\pi_p}(X, Y) \subset \ell_{\pi_q}(X, Y)$. The reader is referred to [1] for general embedding theorems. The next result generalizes the well known fact of the coincidence of the classes $\Pi_1(X, Y) = \Pi_2(X, Y)$ under the assumption of cotype 2 of $X$ (see [11], Corollary 11.16). The following is essentially contained in Corollaries 3.12 and 3.13 in [1], but we include a proof here for completeness.

Theorem 3.8

i) If $X$ has cotype 2 then $\ell_{\pi_1}(X, Y) = \ell_{\pi_2}(X, Y)$.

ii) If $X$ has cotype $q > 2$ then $\ell_{\pi_1}(X, Y) = \ell_{\pi_q}(X, Y)$ for any $p < q'$.

Proof. (i) Let us take $(T_n) \in \ell_{\pi_2}(X, Y)$ and let $(x_n) \in \ell_{p'}(X)$. According to the identification with $\mathcal{L}(c_0, X)$ we have that the sequence $x_n = u(e_n)$ for some $u \in \mathcal{L}(c_0, X)$. Using now the cotype 2 assumption we have $\mathcal{L}(c_0, X) = \Pi_2(c_0, X)$ (see [11], Theorem 11.14). Now, since $(e_n) \in \ell_{p'}(c_0)$ and $u \in \Pi_2(c_0, X)$ then (see [11], Lemma 2.23) $u(e_n) = \alpha_n x'_n$ where $\alpha_n \in \ell_2$ and $x'_n \in \ell_{p'}(X)$ and $\|x'_n\|_{\ell_{p'}(X)} \leq \pi_2[u]$ and $||\alpha_n||_{\ell_2} \leq 1$. Hence, for each $n \in \mathbb{N}$
\[
\sum_{k=1}^{n} \|T_k(x_k)\| = \sum_{k=1}^{n} \|T_k(x'_k)\||\alpha_k|| \leq \pi_2[T_n]|\langle x'_n, e^p(X) \rangle||\alpha_n||_{\ell_2} \leq \pi_2[T_n]\pi_2[u] \leq K\pi_2[T_n]|\langle x_n, e^p(X) \rangle|.
\]

(ii) follows the same lines (using Theorem 11.14 and Lemma 2.23 in [11]) for $q > 2$. ■
Definition 3.9 (see [11], page 234) Let $X$ and $Y$ be Banach spaces. A linear operator $T : X \to Y$ is said to be almost summing, to be denoted $T \in \Pi_{as}(X,Y)$, if there exists $C > 0$ such that
\[
\int_0^1 \left\| \sum_{j=1}^n T(x_j)r_j(t) \right\| dt \leq C \sup_{\|x\| = 1} \left( \sum_{j=1}^n |\langle x^*, x_j \rangle|^2 \right)^{1/2}
\]
for any finite family $x_1, x_2, \ldots, x_n$ of vectors in $X$.

The least of such constants is the $as$-summing norm of $u$, denoted by $\pi_{as}(u)$.

Let us now relate these operators with $p$-summing multipliers.

Theorem 3.10 Let $X$ and $H$ be a Banach and a Hilbert space, respectively. If $(T_n) \subset \mathcal{L}(X,H)$ are such that $T_n^* \in \Pi_{as}(H,X^*)$ for all $n \in \mathbb{N}$ and
\[
\sup_n \int_0^1 \pi_{as}(\sum_{k=1}^n T_n^* r_k(s)) ds < \infty
\]
then $T_n \in \ell_{\pi_1}(X,H)$.

Moreover $\pi_1(T_n) \leq \sup_n \int_0^1 \pi_{as}(\sum_{k=1}^n T_n^* r_k(s)) ds$.

Proof. Let $(x_n) \in \ell_p^w(X)$. Then
\[
\sum_{k=1}^n \|T_k(x_k)\| = \sum_{k=1}^n \left( \sum_{j=1}^\infty |\langle T_k(x_k), e_j \rangle|^2 \right)^{1/2}
\]
\[
\leq C \sum_{k=1}^n \int_0^1 \left| \sum_{j=1}^\infty \langle T_k(x_k), e_j \rangle r_j(t) \right| dt
\]
\[
\leq C \int_0^1 \sum_{k=1}^n \left| \sum_{j=1}^\infty \langle x_k, T_k^* e_j \rangle r_j(t) \right| dt.
\]

First note that, since $(e_n) \in \ell_2^w(H)$, then $S \in \Pi_{as}(H,X^*)$ implies
\[
\int_0^1 \|\sum_{j=1}^\infty S(e_j)r_j(t)\| dt \leq \pi_{as}(S).
\]

Now using Lemma 3.3 we get
\[
\sum_{k=1}^n \|T_k(x_k)\| \leq C \|(x_n)\|_{\ell^w_p(X)} \int_0^1 \left( \int_0^1 \| \sum_{k=1}^\infty (T_k^* e_j r_j(t)) r_k(s) \| ds \right) dt
\]
\[
\leq C \|(x_n)\|_{\ell^w_p(X)} \int_0^1 \left( \int_0^1 \| (\sum_{k=1}^n T_k^* r_k(s)) (\sum_{j=1}^\infty e_j r_j(t)) \| dt \right) ds
\]
\[
= C \|(x_n)\|_{\ell^w_p(X)} \int_0^1 \left( \int_0^1 \| \sum_{j=1}^\infty (T_k^* r_k(s)) (e_j r_j(t)) \| dt \right) ds
\]
\[
\leq C \|(x_n)\|_{\ell^w_p(X)} \int_0^1 \pi_{as}(\sum_{k=1}^n T_k^* r_k(s)) ds.
\]
Theorem 3.11 Let $2 \leq q < \infty$, $H$ be a Hilbert space and $X$ be a Banach space with the Orlicz property (for $q = 2$) or cotype $q > 2$. If $(T_n) \subset \mathcal{L}(X, H)$ are such that $T_n^* \in \Pi_2(H, X^*)$ for all $n \in \mathbb{N}$ and

$$
\sup_n \int_0^1 \left( \sum_{k=1}^n \left| \sum_{j=1}^\infty T_k^* e_j r_j(t) \right|^{q'} \right)^{1/q'} \, dt < \infty
$$

then $(T_n) \in \ell_{q_1}(X, H)$.

Proof. Let $(x_n) \in \ell_{q_1}^w(X)$. Then for each $n \in \mathbb{N}$, the argument in Theorem 3.10 gives

$$
\sum_{k=1}^n \left| T_k(x_k) \right| \leq C \int_0^1 \left| \sum_{k=1}^n \sum_{j=1}^\infty T_k^* e_j r_j(t) \right| \, dt.
$$

Now the assumption on $X$ allows us to write

$$
\sum_{k=1}^n \left| T_k(x_k) \right| \leq C \int_0^1 \left| \sum_{k=1}^n \sum_{j=1}^\infty T_k^* e_j r_j(t) \right| \, dt.
$$

Definition 3.12 (see [3], [8]) Let $X$ and $Y$ be Banach spaces. A sequence $(T_n)_{n \in \mathbb{N}}$ of operators in $\mathcal{L}(X, Y)$ is called Rademacher bounded if there exists a constant $C > 0$ such that

$$
\int_0^1 \left| \sum_{k=1}^n T_k(x_k) r_k(t) \right| \, dt \leq C \int_0^1 \left| \sum_{k=1}^n x_k r_k(t) \right| \, dt
$$

for any finite collection of vectors $x_1, x_2, \ldots, x_n$ in $X$.

We use $\text{Rad}(X, Y)$ to denote the set of Rademacher bounded sequences, and $\text{rad}[T]_j$ is the least constant $C$ for which $(T_n)$ verifies the inequality in the definition.

Remark 3.1
i) If $T_n = T$ for all $n \in \mathbb{N}$ then $(T_n) \in \text{Rad}(X, Y)$.

ii) If $(T_n) \in \text{Rad}(X, Y)$ and $(x_n) \in \ell_{q_1}^w(X)$ then $(T_n(x_n)) \in \ell_{q_2}^w(Y)$.

Proposition 3.13 Let $X, Y$ be Banach spaces.

i) If $X$ has the Orlicz property (resp. cotype $q > 1$ ) then $\ell_2(\mathcal{L}(X, Y)) \subset \ell_{q_1}(X, Y)$ (resp. $\ell_2(\mathcal{L}(X, Y)) \subset \ell_{q_1}(X, Y)$).

ii) If $X$ has the Orlicz property (resp. cotype $q > 1$ ) then $\ell_q(\mathcal{L}(X, Y)) \subset \ell_{q'_1}(X, Y)$ (resp. $\ell_q(\mathcal{L}(X, Y)) \subset \ell_{q'_1}(X, Y)$).
ii) If $Y$ has type 2 then $\ell_{\pi_2}(X, Y) \subseteq \text{Rad}(X, Y)$.

iii) If $X$ has cotype $q$, $Y$ has type $p$ and $1/r = (1/p) - (1/q)$ then $\ell_r(\mathcal{L}(X, Y)) \subseteq \text{Rad}(X, Y)$. In particular, if $X$ has cotype 2 and $Y$ has type 2 then $\ell_\infty(\mathcal{L}(X, Y)) = \text{Rad}(X, Y)$.

iv) If $Z$ has cotype 2, $T \in \Pi_{as}(X, Y)$ and $(T_n) \in \text{Rad}(Y, Z)$ then $(T_n T) \in \ell_{\pi_2}(X, Z)$.

**Proof.** (i) Let $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n$ in $X$. Then we have

$$\sum_{k=1}^{n} ||T_k(x_k)|| \leq \left( \sum_{k=1}^{n} ||T_k||^2 \right)^{1/2} \left( \sum_{k=1}^{n} ||x_k||^2 \right)^{1/2} \leq C \left( \sum_{k=1}^{n} ||T_k||^2 \right)^{1/2} ||(x_k)||_{\ell^p(X)}.$$

Obvious modifications give the case $q > 2$.

(ii) Let $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n$ in $X$. Then we have

$$\int_0^1 \left| \sum_{k=1}^{n} T_k(x_k)(t) \right| dt \leq C \left( \sum_{k=1}^{n} ||T_k(x_k)||^2 \right)^{1/2} \leq C \pi_2[T_n] ||(x_k)||_{\ell^2(X)} \leq C \pi_2[T_n] \int_0^1 \left| \sum_{k=1}^{n} x_k r_k(t) \right| dt.$$

(iii) Let $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n$ in $X$. Then we have

$$\int_0^1 \left| \sum_{k=1}^{n} T_k(x_k)(t) \right| dt \leq C \left( \sum_{k=1}^{n} ||T_k(x_k)||^p \right)^{1/p} \leq C \left( \sum_{k=1}^{n} ||T_k||^r \right)^{1/r} \left( \sum_{k=1}^{n} ||x_k||^q \right)^{1/q} \leq C \left( \sum_{k=1}^{n} ||T_k||^r \right)^{1/r} \int_0^1 \left| \sum_{k=1}^{n} x_k r_k(t) \right| dt.$$

(iv) Let $n \in \mathbb{N}$ and $x_1, x_2, \ldots, x_n$ in $X$. Then we have

$$\left( \sum_{k=1}^{n} ||T_k T(x_k)||^2 \right)^{1/2} \leq C \int_0^1 \left| \sum_{k=1}^{n} T_k T(x_k)(t) \right| dt \leq C \text{rad}[T_n] \int_0^1 \left| \sum_{k=1}^{n} T(x_k)(t) \right| dt \leq C \text{rad}[T_n] \pi_{as}[T] \sup_{||x^*||=1} \left( \sum_{k=1}^{n} |(x_k, x^*)|^2 \right)^{1/2}.$$

We are now going to get the main results of this section. We need the following lemma.
Lemma 3.14 (see [24], Theorem 6.6 and Corollary 6.7) If $X$ is a GT-space of cotype 2 then there exists a constant $C > 0$ such that

$$\sum_{k=1}^{n} |\langle x_k, x_k^* \rangle| \leq C \left( \int_{0}^{1} \left\| \sum_{k=1}^{n} x_k r_k(t) \right\| dt \right) \sup_{\|x\|=1} \left( \sum_{k=1}^{n} |\langle x_k^*, x \rangle|^2 \right)^{1/2}. \quad (5)$$

If $X^*$ is a GT-space of cotype 2 then there exists a constant $C > 0$ such that

$$\sum_{k=1}^{n} |\langle x_k^*, x_k \rangle| \leq C \left( \int_{0}^{1} \left\| \sum_{k=1}^{n} x_k^* r_k(t) \right\| dt \right) \sup_{\|x\|=1} \left( \sum_{k=1}^{n} |\langle x_k, x^* \rangle|^2 \right)^{1/2}. \quad (6)$$

Theorem 3.15 Let $(\Omega, \Sigma, \mu)$ be a measure space and $X$ a Banach space.

If $T_n \in \mathcal{L}(L^1(\mu), X)$ are such that

$$\sup_{\|\phi\|=1} \sum_{n=1}^{\infty} \|T_n(\phi)\|^2 < \infty$$

then $(T_n) \in \ell_{11}(L^1(\mu), X)$.

Proof. Let $(\phi_n) \subset L^1(\mu)$. Since $L^1(\mu)$ is a GT-space of cotype 2, Lemma 3.14 gives

$$\sum_{k=1}^{n} \|T_k(\phi_k)\| = \sup_{\|x_k^*\|=1} \sum_{k=1}^{n} |\langle T_k(\phi_k), x_k^* \rangle|$$

$$\leq C \left( \int_{0}^{1} \left\| \sum_{k=1}^{n} \phi_k r_k(t) \right\| dt \right) \sup_{\|x_k^*\|=1} \left( \sum_{k=1}^{n} |\langle x_k^*, x_k \rangle|^2 \right)^{1/2}$$

$$\leq C \left( \sup_{t \in [0,1]} \left\| \sum_{k=1}^{n} \phi_k r_k(t) \right\| \right) \sup_{\|x\|=1} \left( \sum_{k=1}^{n} \|T_k(x)\|^2 \right)^{1/2}$$

$$\leq C \|\phi_n\|_{L^q(\Omega)} \sup_{\|x\|=1} \left( \sum_{k=1}^{n} \|T_k(x)\|^2 \right)^{1/2}.$$
\[
\left( \sum_{k=1}^{n} ||T_k(x_k)||^2 \right)^{1/2} = \sup_{||y^*_k||_{l_2(Y^*)}=1} \sum_{k=1}^{n} |\langle T_k(x_k), y^*_k \rangle| \\
= \sup_{||y^*_k||_{l_2(Y^*)}=1} \sum_{k=1}^{n} |\langle x_k, T_k^*(y^*_k) \rangle| \\
\leq C \sup_{||y^*_k||_{l_2(Y^*)}=1} \left( \int_0^{1} || \sum_{k=1}^{n} T_k^*(y^*_k) r_k(t) || dt \right) \sup_{||x^*||=1} \left( \sum_{k=1}^{n} |\langle x_k, x^* \rangle|^2 \right)^{1/2} \\
\leq C ||(x_n)||_{l_2^p(X)} rad[T_n^*] \sup_{||y^*_k||_{l_2(Y^*)}=1} \left( \int_0^{1} || \sum_{k=1}^{n} y^*_k r_k(t) || dt \right) \\
\leq C ||(x_n)||_{l_2^p(X)} rad[T_n^*],
\]

where the last inequality follows from the type 2 condition on \( Y^* \). ■
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Abstract
We study the problem of finding a substitute for the space $H^\infty(\Omega)$ which is the continuous image of the corresponding $L^\infty$–type space under the Bergman projection. The spaces are defined on quite general simply connected domains.

1. Introduction.

It is a classical fact that the Szegő and Bergman projections and the harmonic conjugation operator are not bounded between the spaces $H^\infty(D)$, $L^\infty(\partial D)$ and $L^\infty(D)$. Here $D$ is the open unit disc of the complex plane. However, in [8] we constructed substitutes for these spaces which behave in the optimal way with respect to these operators.

In the present work we continue the study by replacing the unit disc by more general simply connected complex domains $\Omega$. As in [8] our function spaces will be endowed with weighted sup–seminorms. If $\Omega$ is bounded, the most natural weights on $\Omega$ are functions of the boundary distance $d(z) := \inf(|z - w| : w \in \partial \Omega)$, where $\partial \Omega$ denotes the boundary.

We consider the weighted spaces $L^\infty_V := L^\infty_V(\Omega)$ and $H^\infty_V := H^\infty_V(\Omega)$. The weights defining their topologies are of the above mentioned type. We prove that the Bergman projection is a continuous operator from $L^\infty_V$ onto $H^\infty_V$, and that these spaces are in a sense smallest possible extensions of $H^\infty(D)$ and $L^\infty(D)$ having this property.

Our results will follow in principle by a quite straightforward use of the Riemann conformal mapping. However, the formulation of the results and applicability to concrete situations is not a priori completely clear, hence, it is worthwhile to present the details. So the nontrivial part of this note consists of the examples in Section 3. Another motivation is that we are presenting a bit unusual combination of “hard analysis” techniques applied to “soft” locally convex spaces.

For unexplained notation and terminology concerning analytic function spaces we refer to [10]. For locally convex space theory, see the books [4], [5] and [7]. The two–dimensional
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Lebesgue measure is denoted by \( dA \). By \( C, C' \) etc. we denote strictly positive constants, the value of which may vary from equation to equation, but which are independent on variables and indices in the equations (or the dependence on e.g. \( n \) is denoted by \( C_n \)).

On the disc, the Bergman projection \( R_D \) is defined as follows. For, say, \( f \in L^1(\mathbb{D}, dA) \), \( R_D f \) is an analytic mapping of \( z \in \mathbb{D} \) defined by

\[
R_D f(z) := \frac{1}{\pi} \int_{\mathbb{D}} \frac{f(\zeta)}{(1 - z\zeta)^2} dA(\zeta).
\]

This operator is bounded e.g. from \( L^p(\mathbb{D}, dA) \) onto the Bergman space \( A^p(\mathbb{D}) \), if \( 1 < p < \infty \). For \( p = 1, \infty \) it is not bounded.

For general domains there are several possibilities to define Bergman-type projections (see [9], Section 4). Let \( \varphi : \Omega \rightarrow \mathbb{D} \) be a conformal mapping. The general formula for the Bergman projection for simply connected domains (see [1]) reads as follows:

\[
Rf(z) := \frac{1}{\pi} \int_{\Omega} \frac{\varphi'(z) \overline{\varphi'(\zeta)}}{(1 - \varphi(z)\overline{\varphi(\zeta)})^2} f(\zeta) dA(\zeta)
\]

However, for our purposes the definition

\[
R_{\Omega} f := (R_D (f \circ \psi)) \circ \varphi
\]

is more convenient. Here \( \psi := \varphi^{-1} : \mathbb{D} \rightarrow \Omega \).

Acknowledgement. The author wishes to thank the referee for some comments and a simplification of the main proof.

2. General result.

In this section \( \Omega \) denotes a bounded simply connected complex domain, and \( \varphi : \Omega \rightarrow \mathbb{D} \) is a conformal mapping produced by the Riemann mapping theorem. We denote \( \overline{\varphi} := \varphi^{-1} \).

The results of this section will be valid for domains \( \Omega \) such that the conformal map \( \varphi \) satisfies

\[
c(1 - |\varphi(z)|)^a \leq d(z) \leq C(1 - |\varphi(z)|)^b
\]

for some \( a, b, c, C > 0 \), uniformly for \( z \in \Omega \). The validity of (4) depends only on the domain, not on the particular choice of the conformal mapping. This follows basically from the fact that every conformal mapping \( \Omega \rightarrow \mathbb{D} \) can be obtained from a fixed \( \varphi \) by composing it with a Möbius transformation of \( \mathbb{D} \).

Definition 2.1. Let us denote by \( V \) the set of functions \( v : \Omega \rightarrow \mathbb{R}^+ \) which are continuous, depend on \( d(z) \) only, are decreasing as \( d(z) \rightarrow 0 \), and satisfy for all \( n \in \mathbb{N} \)

\[
(|\log d(z)| + 1)^n v(z) \leq C_n \quad \text{for all } z \in \Omega.
\]

Of course \( V \) depends heavily on \( \Omega \) but for notational simplicity we do not display it.

Definition 2.2. We define

\[
H^\infty_V := H^\infty_V(\Omega) := \left\{ f : \Omega \rightarrow \mathbb{C} \text{ analytic} \mid ||f||_v := \sup_{z \in \Omega} |f(z)| v(z) < \infty \text{ for every } v \in V \right\}.
\]
The space $L^\infty$ is defined in the same way by replacing the word “analytic” by “measurable” and “$\sup$” by “ess $\sup$”.

These spaces are Hausdorff locally convex spaces when endowed with the family \{\| \cdot \|_v \mid v \in V \} of seminorms. The spaces are non-metrizable, since $V$ is essentially uncountable.

Theorem 1.6 of [2] implies the following:

**Proposition 2.3.** Let us define for all $n \in \mathbb{N}$ the weight $\nu_n = (1 + |\log d(z)|)^n$ and the Banach space $H^\infty_{\nu_n} := \{ f : \Omega \to \mathcal{F} \text{ analytic} \mid \| f \|_{\nu_n} < \infty \}$. We have

$$H^\infty_{\nu_n} = \text{ind}_{n \to \infty} H^\infty_{\nu_n},$$

that is, the space $H^\infty_{\nu_n}$ is the inductive limit of the spaces $H^\infty_{\nu_n}$ as $n \to \infty$.

The analogous statement holds for $L^\infty_{\nu_n}$ as well.

We can now formulate the main result:

**Theorem 2.4.** Assume that the bounded simply connected domain $\Omega$ satisfies the condition (4). Then the Bergman projection $R_\Omega$ is a continuous mapping from $L^\infty_{\nu_n}(\Omega)$ onto $H^\infty_{\nu_n}(\Omega)$.

Let us denote by $V_{\nu_n}$ the weight system $V$ of [8]: it consists of radial, continuous, decreasing weights $\nu(r)$ on $\mathcal{D}$ such that

$$\sup_{r \in [0,1]} |\log(1-r)|^n \nu(r) \leq C_n$$

for every $n \in \mathbb{N}$. We first claim:

**Lemma 2.5.** Let $\Omega$ satisfy (4).

(i) Let $\nu : \mathcal{D} \to \mathbb{R}^+$ be a radial, decreasing continuous function. If $\nu \in V_{\nu_n}$, then

$$w(z) := \sup_{\zeta \in \Omega, d(\zeta) = d(z)} \nu \circ \varphi(\zeta) \in V.$$ (9)

(ii) Let $\nu : \Omega \to \mathbb{R}^+$ be a function of $d(z)$, decreasing for $d(z) \to 0$. If $\nu \in V$, then

$$w(r) := \sup_{z \in \mathcal{D}, |z| = r} \nu \circ \psi(z) \in V_{\nu_n}.$$ (10)

Proof. Let $\nu \in V_{\nu_n}$ and $n \in \mathbb{N}$ be given. We obtain by (4)

$$\sup_{z \in \Omega} (1 + |\log d(z)|)^n w(z) = \sup_{z \in \Omega} (1 + |\log d(z)|)^n \sup_{d(\zeta) = d(z)} \nu \circ \varphi(\zeta)$$

$$= \sup_{z \in \Omega} \sup_{d(\zeta) = d(z)} (1 + |\log d(\zeta)|)^n \nu \circ \varphi(\zeta) = \sup_{z \in \Omega} (1 + |\log d(z)|)^n \nu \circ \varphi(z)$$ (11)
The proof of the Theorem 2.4 is now an easy consequence. By Lemma 2.5, the composition operator \( C_\varphi : f \rightarrow f \circ \varphi \) is an isomorphism from \( L^\infty_\mathcal{D} \) onto \( L^\infty_\mathcal{D}(\Omega) \) and similarly from \( H^\infty_\mathcal{D} \) onto \( H^\infty_\mathcal{D}(\Omega) \). (Here \( H^\infty_\mathcal{D} \) is the space (6) with \( \Omega \) replaced by \( \mathcal{D} \) and \( V \) replaced by \( V_\mathcal{D} \) and so on.) Its inverse is the composition operator \( C^\varphi \). Hence, the result follows from (3) and [8], Theorem 14.

For the same reasons, one can strengthen Theorem 2.4 using [8], Theorem 14, as follows:

**Theorem 2.6.** The space \( L^\infty_\mathcal{D}(\Omega) \) is the smallest space (consisting of measurable functions \( \mathcal{D} \rightarrow \mathbb{C} \)) having the following properties:

1° the Bergman projection \( R_\Omega \) is a continuous operator on \( L^\infty_\mathcal{D}(\Omega) \) with \( R_\Omega(L^\infty_\mathcal{D}(\Omega)) = H^\infty_\mathcal{D}(\Omega) \),

2° \( L^\infty_\mathcal{D}(\Omega) \subset L^\infty_\mathcal{D}(\Omega) \), and

3° the topology of \( L^\infty_\mathcal{D} \) can be given by weighted sup–seminorms with continuous weights \( v \) which depend on \( d(z) \) only and are decreasing as \( d(z) \rightarrow 0 \).

3. Examples.

The nontrivial part of our work is to show that a reasonable class of domains satisfies the condition (4). For example, one has

**Proposition 3.1.** Every polyhedron satisfies the condition (4).

This will be a special case of the more general result for bounded regulated domains. The main reference for their elementary properties is [6], Chapter 3. To introduce regulated domains briefly, let us start with a simply connected, bounded domain \( \Omega \subset \mathcal{D} \) with a locally connected boundary. In this case a Riemann conformal map \( \psi : \mathcal{D} \rightarrow \Omega \) has a continuous extension to \( \overline{\mathcal{D}} \) (still denoted by \( \psi \); see [6], Section 2.1. ). We can thus define the curve \( w(t) = \psi(e^{it}) \), \( 0 \leq t \leq 2\pi \). According to [6], Section 3.5, \( \Omega \) is called a regulated domain, if each point of \( \partial \Omega \) is attained only finitely often by \( \psi \), and if

\[
\beta(t) := \lim_{\tau \rightarrow t^+} \arg(w(\tau) - w(t)) \in \mathbb{R}
\]

exists for all \( t \) and defines a regulated function. (Recall that \( \beta \) is regulated, if it can be approximated uniformly by step functions, i.e. for every \( \varepsilon > 0 \) there exist \( 0 = t_0 < t_1 < \ldots < t_n = 2\pi \) and constants \( \gamma_1, \ldots, \gamma_n \) such that

\[
|\beta(t) - \gamma_j| < \varepsilon \quad \text{for} \quad t_{j-1} < t < t_j, \quad j = 1, \ldots, n.
\]

Geometrically, \( \beta \) is the direction angle of the forward tangent of \( \partial \Omega \) at \( w(t) \). So, a polyhedron is a regulated domain: in this case \( \beta \) is piecewise constant with finitely many
jumps each of which is strictly between $-\pi$ and $\pi$. The polyhedron does not need to be convex.

Regulated domains can be characterized as follows.

**Proposition 3.2.** Let $\Omega \subset \mathbb{D}$ be a simply connected domain with locally connected boundary. Then $\Omega$ is regulated if and only if, for a Riemann conformal map $\psi : \mathbb{D} \to \Omega$,
\[
\log \psi'(z) = \log |\psi'(0)| + \frac{i}{2\pi} \int_0^{2\pi} \frac{e^{it} + z}{e^{it} - z} (\beta(t) - t - \frac{\pi}{2}) dt,
\]
where $\beta : [0, 2\pi] \to \mathbb{R}$ is a regulated function.

For a proof, see [6]. In the situation of Proposition 3.2 the function $\beta$ coincides with the direction angle defined above. Notice that the extra $t$ (after $\beta$) is needed to remove the jump at $t = 2\pi$; think about the circle.

The following condition for (3) will be enough to imply the condition (4):

There exists an $0 < \tau < 1/2$ and a $\delta > 0$ such that
\[
\sup_{|s-\theta| \leq \tau \text{ or } |s-\theta| - 2\pi \leq \tau} |\beta(\theta) - \theta - \beta(s) + s| \leq \pi - \delta
\]
for every $\theta \in [0, 2\pi]$.

This means a restriction for the jumps in the direction angle. A domain with a cusp does not satisfy (18), since at a cusp the direction angle has a jump of $\pi$ or $-\pi$. On the other hand, every polyhedron satisfies (18), see the explanation above.

**Theorem 3.3.** Assume that $\Omega$ is a regulated domain with $\beta$ in (17) satisfying (18). Then $\varphi := \psi^{-1}$ also satisfies (4), and hence Theorems 2.4 and 2.6 apply.

Proof. Applying the conformal map $\psi$ once, (4) is equivalent to the existence of constants $a, b, c, C > 0$ such that
\[
c(1 - |z|)^a \leq d(\psi(z)) \leq C(1 - |z|)^b
\]
for all $z \in \mathbb{D}$.

Among other things we will use the Koebe distortion theorem in the form (see [6], Corollary 1.4)
\[
c(1 - |z|)|\psi'(z)| \leq d(\psi(z)) \leq C(1 - |z|)|\psi'(z)|,
\]
where $0 < c < C$ are constants independent of $z$.

So let $z = re^{i\theta}$. Fixing $\tau > 0$ as in (18), we may assume that $r$ is so large that $1 - r < \tau/2$. In order to avoid inessential notational troubles near the endpoints of $[0, 2\pi]$ we assume that $\theta \in [\pi/2, 3\pi/2]$. This is actually general enough, since if (19) is proven for such values of $z$, then one obtains the missing values by proving (19) for $\theta \in [\pi/2, 3\pi/2]$ but $\psi$ composed with a disc rotation of magnitude $\pi$. 
We estimate (17). The real part of its right hand side determines the absolute value of \( \psi' \). Hence, in order to estimate the modulus of the real part of the right hand side, we need to consider the imaginary part of \( (e^{it} + z)/(e^{it} - z) \): it equals

\[
\text{Im} \frac{e^{it} + z}{e^{it} - z} = \frac{2r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)},
\]

(21) see [3], Chapter 3. If, say \( |\theta - t| \leq 1/2 \), then one can write it as

\[
\text{Im} \frac{e^{it} + z}{e^{it} - z} = \frac{2r(\theta - t)}{(1 - r)^2 + r(\theta - t)^2} + K(z, t),
\]

(22) where \( |K(z, t)| < C \) for all \( z, t \); use \( \sin x \cong x \) and \( \cos x \cong 1 - x^2/2 \) for small \( x \).

Since the derivative with respect to \( t \) of the denominator essentially equals the numerator, one can compute that the integral

\[
\int_0^{2\pi} \frac{r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)} dt
\]

equals 0. Hence, we do not need to care for the \( \pi/2 \) in (17).

We divide the integration interval into three parts. First, if \( |\theta - t| \geq \tau/2 \) (recall also \( |\theta - t| \leq 3\pi/2 \) by our choice of \( \theta \)), we have

\[
|1 + r^2 - 2r \cos(\theta - t)| \geq |1 + r^2 - 2r(1 - \tau^2/3)| = (1 - r)^2 + 2r\tau^2/3 \geq \tau^2/3.
\]

(24) We thus obtain the bound \( (\beta \) is a bounded function; \( \tau \) is a constant depending on the domain only)

\[
\left| \int_{|t - \theta| \geq \tau/2} \frac{2r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)} (\beta(t) - t) dt \right| \leq \int_0^{2\pi} \frac{C}{r^2} dt \leq C'.
\]

(25) Moreover, by (22)

\[
\left| \int_{|t - \theta| \leq 1 - r} \frac{2r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)} (\beta(t) - t) dt \right|
\]

\[
\leq \int_{|t - \theta| \leq 1 - r} \frac{Cr|\theta - t|}{(1 - r)^2 + r(\theta - t)^2} dt \leq \int_{|t - \theta| \leq 1 - r} \frac{C'r(1 - r)}{(1 - r)^2} dt \leq C''.
\]

(27) (The last integral is bounded since the measure of the integration interval is \( 1 - r \).) The remaining integral is the crucial one. Let us denote

\[
\beta^- := \inf_{\theta + \pi/2 \geq t \geq \theta + 1 - r} \beta(t) - t \quad \text{and} \quad \beta^+ := \sup_{\theta - \pi/2 \leq t \leq \theta - (1 - r)} \beta(t) - t
\]

(28) Since the sign of the integrand depends on the \( \sin \) and \( \beta - t \) only, we obtain the upper bound

\[
\int_{\tau/2 \geq |t - \theta| \geq 1 - r} \frac{2r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)} (\beta(t) - t) dt
\]

(29)
Bergman projection on simply connected domains

\begin{align}
\leq & \int_{\theta+\tau/2 \geq t \geq \theta+1-r} \frac{2\beta^+r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)} \, dt + \int_{\theta-\tau/2 \leq t \leq \theta-(1-r)} \frac{2\beta^-r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)} \, dt \\
& = \int_{\theta+\tau/2 \geq t \geq \theta+1-r} \frac{2(\beta^+ - \beta^-)r \sin(\theta - t)}{1 + r^2 - 2r \cos(\theta - t)} \, dt. \tag{31}
\end{align}

But by (18), $\beta^+ - \beta^- \leq \pi - \delta$. Hence, the expression (31) is bounded by

\begin{align}
(\pi - \delta) \int_{\theta+1-r \leq t < \theta+1} \frac{2r \sin(t - \theta)}{1 + r^2 - 2r \cos(\theta - t)} \, dt \\
\leq (\pi - \delta) \left[ \log(1 + r^2 - 2r \cos(\theta - t)) \right]_{t=\theta+1-r}^{\theta+1}. \tag{32}
\end{align}

Applying again $\cos(1 - r) \equiv 1 - (1 - r)^2/2$ we obtain the bound $C + 2(\pi - \delta) \log(1 - r)$. (Only the integration limit $\theta + 1 - r$ is essential; the limit $\theta + 1$ only gives an inessential constant.) In the same way one proves the lower estimate $-C' - 2(\pi - \delta) \log(1 - r)$ for the integral (29).

In conclusion, for $\delta' := \delta/(2\pi) > 0$ the real part of the right hand side of (17) is between $-C - (1 - \delta') |\log(1 - r)|$ and $C + (1 - \delta') |\log(1 - r)|$. Hence,

\begin{equation}
c(1 - |z|)^{1-\delta'} \leq |\psi'(z)| \leq C(1 - |z|)^{-1+\delta'} \tag{34}
\end{equation}

This, combined with (20), yields that $\Omega$ satisfies (19). \(\square\)
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Abstract

We introduce the notion of isomorphically equivalent exact sequences and quasi-linear maps. We then show how this notion is closely related with the natural equivalence of some functors Ext. In particular, we make a closer inspection of the situation for certain subspaces and quotients of \( L_p \), \( 0 < p < 1 \), as well as for minimal extensions of quasi-Banach spaces. The applications include a complete answer to a problem of Fuchs in the domain of quasi-Banach spaces and a categorical proof of a result of Kalton and Peck.

MCS 2000 Primary 46M15; Secondary 46A16, 46M18,

1. Introduction

The theory of extensions of quasi-Banach spaces as constructed by Kalton [9] and Kalton and Peck [13] is based on the notion of equivalent quasi-linear maps, which corresponds to the classical notion of equivalent exact sequences. That approach has a lot of virtues, not the least of which is that it allows one to translate the machinery of homological algebra to the domain of quasi-Banach spaces (see [1,2]). Moreover, the notion of isomorphic quasi-Banach spaces seems to be clearly not adequate to handle extensions. Nevertheless, it is not too risky to guess that most authors which have worked with different aspects of exact sequences had in mind a different, perhaps intermediate, notion of equivalence of extensions. Recall, for instance, the notion of projectively equivalent sequences (see [13,10]) — certainly natural if one considers that what is important of a vector space is its dimension not its cardinal—, or some classical results for exact sequences involving \( l_1, c_0, l_\infty \) (see [16]) or \( L_p, 0 < p < 1 \) (see [14]), which establish that sometimes mere isomorphisms become a kind of weak equivalence between the sequences.

*This research has been supported in part by DGICYT project PB97-0377
†This research has been supported by a Beca Predoctoral de la Junta de Extremadura
Accordingly, we propose in this paper to study the notion of isomorphically equivalent exact sequences. Section 3 contains a characterization in terms of quasi-linear maps, exhibits several examples of isomorphically equivalent sequences and makes a closer inspection of minimal extensions (i.e. nontrivial extensions by a one-dimensional space). More precisely, we show that two minimal extensions of Banach spaces are isomorphic if and only if they are isomorphically equivalent; we then give an example of a minimal extension of a quasi-Banach space $X$ isomorphic (although not isomorphically equivalent!) to the trivial extension $R \oplus X$.

Section 4 contains our main results. We first transport several elements of homological algebra to the more concrete soil of quasi-Banach spaces. Thus, we obtain that given two $p$-Banach spaces $E, H$, the functors $Q(E, \cdot)$ and $Q(H, \cdot)$ are naturally equivalent acting on the category of $p$-Banach spaces if and only if $E \oplus l_p(I)$ and $H \oplus l_p(J)$ are isomorphic for some sets $I, J$. This yields a complete and natural answer, in the domain of quasi-Banach spaces, to the problem considered in [18]. Dually, if $A, B$ are $q$-Banach subspaces of $L_p$, $0 < p < q \leq 1$ the functors $Q(L_p/A, \cdot)$ and $Q(L_p/B, \cdot)$ are naturally equivalent acting on the category of $q$-Banach spaces if and only if $A$ and $B$ are isomorphic. As applications we show: 1) If $A, B$ are $q$-Banach subspaces of $L_p$, $0 < p < q \leq 1$, two exact sequences $0 \rightarrow A \rightarrow L_p \rightarrow L_p/A \rightarrow 0$ and $0 \rightarrow B \rightarrow L_p \rightarrow L_p/B \rightarrow 0$ are isomorphically equivalent if and only if the functors $Q(L_p/A, \cdot)$ and $Q(L_p/B, \cdot)$ are naturally equivalent acting on the category of $p$-Banach spaces, from which we deduce the result of Kalton and Peck [14, Thm. 4.4] (which is, otherwise optimal: see the final remark); 2) If $Z, Z'$ are Banach spaces, the exact sequences $0 \rightarrow R \rightarrow X \rightarrow Z \rightarrow 0$ and $0 \rightarrow R \rightarrow X' \rightarrow Z' \rightarrow 0$ are isomorphically equivalent if and only if the functors $Q(X, \cdot)$ and $Q(X', \cdot)$ are naturally equivalent acting on the category of $p$-Banach spaces for some $p < 1$.

2. Preliminaries

For a sound background on homological algebra, functors and natural transformations, as well as the algebraic theory of extensions we suggest [8,17]. A comprehensive description of the theory of twisted sums of quasi-Banach spaces as developed by Kalton [9] and Kalton and Peck [13] can be found in the monograph [4]. Let us however recall briefly the basic facts the reader should have in mind for the rest of the paper.

In what follows $Q$ shall denote the category of quasi-Banach spaces and operators, $Q_p$ the subcategory of $p$-Banach spaces and $V$ the category of vector spaces and linear applications. Recall that the projective spaces in $Q_p$ are (depending on the dimension) the $l_p(I)$-spaces. An exact sequence $0 \rightarrow Y \rightarrow X \rightarrow Z \rightarrow 0$ in $Q$ is a diagram in which the kernel of each arrow coincides with the image of the preceding; the middle space $X$ is also called an extension of $Z$ by $Y$. Two exact sequences $0 \rightarrow Y \rightarrow X \rightarrow Z \rightarrow 0$ and $0 \rightarrow Y \rightarrow X_1 \rightarrow Z \rightarrow 0$ in $Q$ are said to be equivalent if there exists an operator $T : X \rightarrow X_1$ making commutative the diagram

$$
\begin{array}{ccc}
0 & \rightarrow & Y & \rightarrow & X & \rightarrow & Z & \rightarrow & 0 \\
\vert & & \vert & & \downarrow T & & \vert & & \vert \\
0 & \rightarrow & Y & \rightarrow & X_1 & \rightarrow & Z & \rightarrow & 0.
\end{array}
$$

An exact sequence is said to split if it is equivalent to the trivial sequence $0 \rightarrow Y \rightarrow Y \oplus Z \rightarrow Z \rightarrow 0$. The vector space (when endowed with suitable defined operations) of all extensions of $Z$ by $Y$ modulo the equivalence relation is denoted $\text{Ext}(Z, Y)$. Given a quasi-Banach space $Z$ one has a covariant functor $\text{Ext}(Z, \cdot) : Q \rightarrow V$. On the other hand, to each exact sequence $0 \rightarrow Y \rightarrow X \rightarrow Z \rightarrow 0$ in $Q$ corresponds a homogeneous map $F : Z \rightarrow Y$ with the property
that there exists some constant \( Q(F) > 0 \) such that for all \( x, y \in Z \) one has
\[
\|F(x + y) - Fx - Fy\| \leq Q(F)(\|x\| + \|y\|).
\]
Such maps are called \textit{quasi-linear}. The map \( F \) can be obtained taking a bounded homogeneous selection \( B : Z \to X \) for the quotient map and then a linear selection \( L : Z \to X \) and putting \( F = B - L \). Conversely, given a quasi-linear map \( F : Z \to Y \), it is possible to construct an exact sequence \( 0 \to Y \to Y \oplus_F Z \to Z \to 0 \). The quasi-Banach space \( Y \oplus_F Z \), which is the product space \( Y \times Z \) endowed with the quasi-norm \( \|(y, z)\|_F = \|y - Fz\| + \|z\| \), is called a \textit{twisted sum of} \( Y \) \textit{and} \( Z \). Two quasi-linear maps \( F : Z \to Y \) and \( G : Z \to Y \) are said to be equivalent if \( F - G = b + l \) where \( b : Z \to Y \) is a homogeneous bounded map and \( l : Z \to Y \) is a linear map. The vector space (with obvious operations) of quasi-linear maps modulo the equivalence relation is denoted \( Q(Z, Y) \). Given a quasi-Banach space \( Z \) one has a covariant functor \( Q(Z, \cdot) : Q \to V \). Let us recall that a natural transformation \( \eta : \mathcal{F} \to \mathcal{G} \) between two functors \( \mathcal{F} \) and \( \mathcal{G} \) is a correspondence assigning to each object \( A \) a morphism \( \eta_A : \mathcal{F}(A) \to \mathcal{G}(A) \) with the property that if \( f : A \to B \) is a morphism then the diagram
\[
\begin{array}{ccc}
\mathcal{F}(A) & \xrightarrow{\eta_A} & \mathcal{G}(A) \\
\mathcal{F}(f) & \downarrow & \downarrow \mathcal{G}(f) \\
\mathcal{F}(B) & \xrightarrow{\eta_B} & \mathcal{G}(B)
\end{array}
\]
is commutative. A natural transformation is called a natural equivalence if, for each \( A \), the arrow \( \eta_A \) is an isomorphism. In [2] it has been shown that the functors \( Q(Z, \cdot) \) and \( \text{Ext}(Z, \cdot) \) are naturally equivalent. In particular, every exact sequence \( 0 \to Y \to X \to Z \to 0 \) is equivalent to an exact sequence \( 0 \to Y \to Y \oplus_F Z \to Z \to 0 \) constructed with a quasi-linear map \( F : Z \to Y \).

Finally, and when no confusion arises, given an operator \( \phi \) we shall denote by \( \phi^* \) either the right-composition or left-composition map with \( \phi \).

3. Isomorphically equivalent exact sequences, and examples

\textbf{Definition.} We shall say that two exact sequences \( 0 \to Y \to X \to Z \to 0 \) and \( 0 \to Y_1 \to X_1 \to Z_1 \to 0 \) in \( Q \) are \textit{isomorphically equivalent} if there exist isomorphisms \( \alpha : Y \to Y_1 \), \( \beta : X \to X_1 \) and \( \gamma : Z \to Z_1 \) making commutative the diagram
\[
\begin{array}{ccc}
0 & \to & Y \\
\alpha \downarrow & & \downarrow \beta \\
0 & \to & Y_1
\end{array}
\quad
\begin{array}{ccc}
& & \\
& \gamma & \\
Z & \to & Z_1 & \to & 0
\end{array}
\]

When \( \alpha \) and \( \gamma \) have the form \( \alpha = a \cdot 1_Y \) and \( \gamma = c \cdot 1_Z \) then we recover the notion of \textit{projectively equivalent} sequences. Equivalent sequences are obviously isomorphically equivalent. In terms of quasi-linear maps one has:

\textbf{Proposition 3.1} The exact sequences \( 0 \to Y \to Y \oplus_F Z \to Z \to 0 \) and \( 0 \to Y_1 \to Y_1 \oplus_G Z_1 \to Z_1 \to 0 \) are isomorphically equivalent if and only if there exist isomorphisms \( \alpha : Y \to Y_1 \) and \( \gamma : Z \to Z_1 \) such that \( \alpha F \) and \( G \gamma \) are equivalent quasi-linear maps.

\textbf{Proof.} Let \( q : Y \oplus_F Z \to Z \) and \( q_1 : Y_1 \oplus_G Z_1 \to Z_1 \) be the quotient maps. If \( F = B - L \), where \( B : Z \to Y \oplus_F Z \) and \( L : Z \to Y \oplus_F Z \) are, respectively, a homogeneous bounded and a linear selection for \( q \), then \( \beta B \gamma^{-1} \) is a bounded homogeneous selection for \( q_1 \), while \( \beta L \gamma^{-1} \) is a linear selection for \( q_1 \). Thus \( G \) and
\[
\beta(B - L) \gamma^{-1} = \beta i(B - L) \gamma^{-1} = i_1 \alpha(B - L) \gamma^{-1} = \alpha F \gamma^{-1}
\]
are equivalent quasi-linear maps. This yields that also $\alpha F$ and $G \gamma$ are equivalent.

Conversely, if $\alpha F$ and $G \gamma$ are equivalent then also $G$ and $\alpha F \gamma^{-1}$ are equivalent. Thus, there exists an operator $T$ making commutative the diagram

\[
\begin{array}{ccc}
0 & \rightarrow & Y_1 \rightarrow Y_1 \oplus_{\alpha F \gamma^{-1}} Z_1 \rightarrow Z_1 \rightarrow 0 \\
0 & \rightarrow & Y_1 \rightarrow Y_1 \oplus_G Z_1 \rightarrow Z_1 \rightarrow 0.
\end{array}
\]

The operator $T$ has the form $T(y,z) = (y + Lz, z)$ where $L : Z_1 \rightarrow Y_1$ is linear. Let us verify that the linear map $\beta : Y \oplus_F Z \rightarrow Y_1 \oplus_G Z_1$ defined by $\beta(y,z) = (\alpha y + L\gamma z, \gamma z)$ is an operator making commutative the diagram

\[
\begin{array}{ccc}
0 & \rightarrow & Y \rightarrow Y \oplus_F Z \rightarrow Z \rightarrow 0 \\
\alpha \downarrow & & \downarrow \beta & \downarrow \gamma \\
0 & \rightarrow & Y_1 \rightarrow Y_1 \oplus_G Z_1 \rightarrow Z_1 \rightarrow 0.
\end{array}
\]

The linearity is obvious while the continuity follows from

\[
\|\beta(y,z)\|_G = \|\alpha y + L\gamma z, \gamma z\| + \|\gamma z\| = \|\alpha y + L\gamma z - G\gamma z\| + \|\gamma z\| \leq \|T\|\|\alpha y - \alpha F\gamma^{-1}\gamma z\| + \|\gamma z\| \leq \|T\|\max\{\|\alpha\|, \|\gamma\|\}\|y - Fz\| + \|z\| = \|T\|\max\{\|\alpha\|, \|\gamma\|\}\|y, z\|_F;
\]

the commutativity of the diagram is also clear: $\beta i(y) = \beta(y,0) = (\alpha y, 0) = i_1 \alpha(y)$; and $q_1 \beta(y, z) = q_1(\alpha y + L\beta z, \beta z) = \beta z$. $\square$

Thus, we shall freely say that two quasi-linear maps are isomorphically equivalent. Some basic examples of isomorphically equivalent extensions are:

1. If $A$ and $B$ are separable subspaces of $l_\infty$ then the sequences $0 \rightarrow A \rightarrow l_\infty \rightarrow l_\infty/A \rightarrow 0$ and $0 \rightarrow B \rightarrow l_\infty \rightarrow l_\infty/B \rightarrow 0$ are isomorphically equivalent if and only if $A$ and $B$ are isomorphic. The same is true replacing $\ell_\infty$ by $c_0$ when the quotients are infinite dimensional (see [16, Thm.2.f.10;Thm.2.f.12]).

2. If $A$ and $B$ are Banach spaces not isomorphic to $l_1$ then the sequences $0 \rightarrow K_A \rightarrow l_1 \rightarrow A \rightarrow 0$ and $0 \rightarrow K_B \rightarrow l_1 \rightarrow B \rightarrow 0$ are isomorphically equivalent if and only if $A$ and $B$ are isomorphic (see [16, Thm.2.f.8]). The same is true when $A$ and $B$ are $p$-Banach spaces not isomorphic to $l_p$ for which the kernels $K_A$ and $K_B$ in $0 \rightarrow K_A \rightarrow l_1 \rightarrow A \rightarrow 0$ and $0 \rightarrow K_B \rightarrow l_1 \rightarrow B \rightarrow 0$ either contain complemented (in $l_p$) copies of $l_p$ or have the Hahn-Banach extension property (see [11, Thm.2.2., Cor. 2.3]).

3. Let $A$ and $B$ be subspaces of $L_p$ for $p < 1$ which are either ultrasmallands (i.e., complemented in some pseudo-dual) or $q$-Banach for some $p < q \leq 1$. The sequences $0 \rightarrow A \rightarrow L_p \rightarrow L_p/A \rightarrow 0$ and $0 \rightarrow B \rightarrow L_p \rightarrow L_p/B \rightarrow 0$ are isomorphically equivalent if and only if $L_p/A$ and $L_p/B$ are isomorphic (see [14, Thm. 4.4]).

4. Let $A$ and $B$ be Banach spaces. Two minimal extensions $R \oplus_F A$ and $R \oplus_G B$ are isomorphic if and only if $F$ and $G$ are isomorphically equivalent: when $Z$ is a Banach space then $R$ is the (subspace generated by the) only needle point of $R \oplus_F Z$ (see [15]). Thus, an isomorphism between $R \oplus_F A$ and $R \oplus_G B$ induces an isomorphism between $A$
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and \( B \) that makes \( F \) and \( G \) isomorphically equivalent. We will see in Proposition 3.2 that this is no longer true for quasi-Banach spaces.

After the characterization given in 3.1 it is clear that a nontrivial exact sequence cannot be isomorphically equivalent to the trivial sequence. However, nothing prevents a nontrivial twisted sum \( Y \oplus_F Z \), even if \( Y \) and \( Z \) are totally incomparable, from being isomorphic to the direct sum \( Y \oplus Z \): for instance, if \( 0 \to K \to l_1 \to c_0 \to 0 \) is a projective presentation of \( c_0 \), since \( K = K \oplus K \) and \( K = l_1 \oplus K \), multiplying adequately on the left by \( K \) and on the right by \( c_0 \) one gets a nontrivial sequence \( 0 \to K \to K \oplus c_0 \to c_0 \to 0 \).

Definition. Let us call a twisted sum \( Y \oplus_F Z \) irreducible if it is not isomorphic to the direct sum \( Y \oplus Z \). Examples of irreducible twisted sums are: \( i. \) All nontrivial twisted sums of Hilbert spaces (such as those constructed in [6,13]). \( ii. \) All nontrivial twisted sums \( Y \oplus_F l_p(I) \) in which \( Y \) is a \( p \)-Banach space (see [5,9,13,19] for concrete examples). \( iii. \) All nontrivial minimal extensions of a Banach space (such as those constructed in [9,12,19,20]). This suggests the question if every minimal extension of a quasi-Banach space must be irreducible. The answer, more or less surprisingly, is no:

**Proposition 3.2** There exists a quasi-Banach space \( X \) admitting a minimal extension \( R \oplus_F X \) isomorphic to the direct sum \( R \oplus X \).

**Proof.** Let \( 0 \to R \to E \to l_1 \to 0 \) be a nontrivial sequence. Let \( J : R \to l_1(E) \) be the embedding \( r \mapsto (j(r), 0, 0, \ldots) \). Consider the sequence

\[
0 \to R \to l_1(E) \to l_1(E/R, E, E, \ldots) \to 0.
\]

It is not difficult to see that \( l_1(l_1, E, E, \ldots) \) is isomorphic to \( l_1(E) \). Hence, we have a nontrivial sequence \( 0 \to R \to l_1(E) \to l_1(E) \to 0 \). Since \( l_1(E) \) is also isomorphic to \( R \oplus l_1(E) \), the result is proved. \( \square \)

In [10], it is proved that the quasi-linear maps introduced by Ribe [19] and Kalton [9] are not projectively equivalent. We have been unable to find out whether they are isomorphically equivalent.

4. Main results, with applications

In [18] it is considered the following problem apparently posed by Fuchs [7]: what is the relationship between abelian groups \( A \) and \( B \) if \( \text{Ext}(A, C) \) is isomorphic to \( \text{Ext}(B, C) \) for all abelian groups \( C \)? As it stands, this problem is rather strange; after all, how could one get such isomorphisms if not with a "method"? So, in our opinion the question should be:

**Problem.** What is the relationship between two quasi-Banach spaces \( A \) and \( B \) if the functors \( \text{Ext}(A, \cdot) \) and \( \text{Ext}(B, \cdot) \) are naturally equivalent?

Our approach to the problem is based on the natural equivalence of some functors. The natural equivalence between the functors \( \text{Ext}(X, \cdot) \) and \( \mathcal{Q}(X, \cdot) \) (see [2]) greatly simplifies the arguments.

It is clear that an operator \( T : Y \to X \) induces a natural transformation \( \eta : \mathcal{Q}(X, \cdot) \to \mathcal{Q}(Y, \cdot) \) given by \( \eta_A(W) = WT \), where \( W : X \to A \) is a quasi-linear map. The following lemma, which shows that all natural transformations are of that kind translates Thm. 10.1 and Prop. 10.3 of [8] to the setting of quasi-Banach spaces.
Lemma 4.1 Let $X$ and $Y$ be $p$-Banach spaces. Consider the functors $Q(X, \cdot)$ and $Q(Y, \cdot)$ acting between the categories $Q_p$ and $V$. Every natural transformation $\eta : Q(X, \cdot) \to Q(Y, \cdot)$ is induced by an operator $T : Y \to X$ in the form $\eta_Z(W) = WT.$

Proof. Let $\eta : Q(X, \cdot) \to Q(Y, \cdot)$ be a natural transformation and let

$$0 \to K_X \xrightarrow{i_X} l_p(\Gamma) \xrightarrow{\psi_X} X \to 0$$

be a projective presentation of $X$ defined by the quasi-linear map $F_X.$ The homology sequence starting with $Y$ (see [1]) gives an exact sequence

$$0 \to \mathcal{L}(Y, K_X) \to \mathcal{L}(Y, l_p(\Gamma)) \to \mathcal{L}(Y, X) \xrightarrow{\omega} Q(Y, K_X) \xrightarrow{i_X} \mathcal{L}(Y, l_p(\Gamma)) \to \cdots$$

where the connecting morphism is $\omega(T) = F_X T.$ The exactness of the sequence yields

$$Ker [i_X : Q(Y, K_X) \to \mathcal{L}(Y, l_p(\Gamma))] = \omega (\mathcal{L}(Y, X)).$$

The quasi-linear map $\eta_{i_X}(F_X)$ belongs to $Ker i_X$ since the commutativity of the square

$$\begin{array}{ccc}
Q(X, K_X) & \xrightarrow{\eta_{i_X}} & Q(Y, K_X) \\
\downarrow \iota_X & & \downarrow \iota_X \\
Q(X, l_p(\Gamma)) & \xrightarrow{\eta_{i_X}} & Q(Y, l_p(\Gamma))
\end{array}$$

yields $i_X \eta_{i_X}(F_X) = \eta_{i_X} i_X (F_X) = 0.$ Let $\alpha : Y \to X$ be an operator representing $\eta_X(F_X)$; i.e., such that $\eta_{i_X}(F_X) = F_X \alpha.$ Let us show that also $\eta$ is represented by $\alpha$ in the sense given at the beginning of the proof, namely: for any quasi-linear map $W : X \to Z$ one has $\eta_Z(W) = W \alpha.$ The quasi-linear map $W : X \to Z$ must have the form $\phi F_X$ for some operator $\phi : K_X \to Z.$ The commutativity of the diagram

$$\begin{array}{ccc}
Q(X, K_X) & \xrightarrow{\eta_{i_X}} & Q(Y, K_X) \\
\phi^* \downarrow & & \phi^* \downarrow \\
Q(X, Z) & \xrightarrow{\eta_Z} & Q(Y, Z)
\end{array}$$

yields $\eta_Z(W) = \eta_Z(\phi F_X) = \eta_Z \phi^*(F_X) = \phi^* \eta_{i_X}(F_X) = \phi^* \eta_{i_X} \alpha = \phi F_X \alpha = W \alpha.$

With this, we obtain (compare with [8, thm. 10.4]):

Proposition 4.1 Let $X$ and $Y$ be $p$-Banach spaces. The functors $Q(X, \cdot)$ and $Q(Y, \cdot)$ acting between the categories $Q_p$ and $V$ are naturally equivalent if and only if for some $I, J$ the spaces $X \oplus l_p(I)$ and $Y \oplus l_p(J)$ are isomorphic.

Proof. First, observe that a natural equivalence $\eta : Q(X, \cdot) \to Q(Y, \cdot)$ induces a natural equivalence $\eta^\alpha : \text{Ext}^n(X, \cdot) \to \text{Ext}^n(Y, \cdot)$ between the higher derived functors (see [8,1]). By the previous result, $\eta$ is induced by an operator $\alpha : Y \to X.$ If $\alpha$ is surjective then $K_\alpha = Ker \alpha$ is projective, as it can be deduced as follows: given any $Z,$ the exactness of the homology sequence

$$\mathcal{L}(Y, Z) \to \mathcal{L}(K_\alpha, Z) \to Q(X, Z) \xrightarrow{\eta_Z} Q(Y, Z) \to \mathcal{L}(K_\alpha, Z) \to \text{Ext}^2(X, Z) \xrightarrow{\eta^2_Z} \text{Ext}^2(Y, Z)$$

and the fact that $\eta_Z$ and $\eta^2_Z$ are isomorphisms imply that $Q(K_\alpha, Z) = 0.$ Moreover, since $\eta_Z$ is an isomorphism, $\mathcal{L}(Y, Z) \to \mathcal{L}(K_\alpha, Z)$ is surjective, which implies that the sequence $0 \to K_\alpha \to$
Y \xrightarrow{\sigma} X \rightarrow 0 \text{ splits, and thus } Y = K_\alpha \oplus X; \text{ that is } Y = l_p(I) \oplus X \text{ for some set } I. \text{ If } \alpha \text{ is not surjective, take a projective presentation } 0 \rightarrow K \rightarrow l_p(J) \xrightarrow{\sigma} X \rightarrow 0 \text{ of } X \text{ and consider the sequence } 0 \rightarrow PB \rightarrow Y \oplus l_p(J) \xrightarrow{\sigma \oplus Q} X \rightarrow 0. \text{ Applying to this sequence the previous result one gets } Y \oplus l_p(J) = X \oplus l_p(I). \text{ As for the converse, it is clear that if } \sigma : Y \oplus l_p(J) \rightarrow X \oplus l_p(I) \text{ is an isomorphism then the composition } Y \rightarrow Y \oplus l_p(J) \xrightarrow{\sigma} X \oplus l_p(I) \rightarrow X \text{ induces a natural equivalence between the functors.} \square

We now present a kind of dual, ad-hoc, result for \( L^p = L^p(0, 1), 0 < p < 1 \). In what follows, given a subspace \( A \) of \( L^p \) we shall understand that \( F_A \) is a quasi-linear map inducing the sequence \( 0 \rightarrow A \rightarrow L^p \rightarrow L^p/A \rightarrow 0 \). The injection shall be called \( i_A \) and \( q_A \) shall be the quotient map.

**Lemma 4.2** Let \( A \) and \( B \) be \( q \)-Banach subspaces of \( L^p \), \( 0 < p < q \leq 1 \). Consider the functors \( Q(L^p/A, \cdot) \) and \( Q(L^p/B, \cdot) \) acting between the categories \( Q_q \) and \( V \). Every natural transformation \( Q(L^p/A, \cdot) \rightarrow Q(L^p/B, \cdot) \) is induced by an operator \( B \rightarrow A \).

**Proof.** Let us first observe that if \( 0 < p < q \leq 1 \), given a \( q \)-Banach subspace \( A \) of \( L^p \) there is a natural equivalence \( v^{-1}_A : \mathcal{L}(A, \cdot) \) and \( Q(L^p/A, \cdot) \) when those functors act between the categories \( Q_q \) and \( V \). To see this, take \( X \) a \( q \)-Banach space and apply the homology sequence in the second variable to \( 0 \rightarrow A \rightarrow L^p \rightarrow L^p/A \rightarrow 0 \) to get:

\[
0 \rightarrow \mathcal{L}(L^p/A, X) \rightarrow \mathcal{L}(L^p, X) \rightarrow \mathcal{L}(A, X) \rightarrow Q(L^p/A, X) \rightarrow Q(L^p, X) \rightarrow \cdots
\]

Since \( \mathcal{L}(L^p, X) = 0 = Q(L^p, X) \) (see [14]) the vector spaces \( \mathcal{L}(A, X) \) and \( Q(L^p/A, X) \) are isomorphic (following [1] it can be proved that they are isomorphic even as \( q \)-Banach spaces), and the isomorphism is given by \( v^{-1}_A(T) = TF_A \). It is easy to verify that \( v^A, -1 \) is a natural equivalence. Its inverse \( v^A : Q(L^p/A, \cdot) \rightarrow \mathcal{L}(A, \cdot) \) is slightly awkward to describe. Given a quasi-linear map \( W : L^p/A \rightarrow Z \) the operator \( v^A_2(W) : A \rightarrow Z \) is obtained as follows: since \( W q_A = 0 \) it can be written as \( b - W \), where \( b \) is a homogeneous bounded and \( W \) linear map, both defined from \( L^p \rightarrow Z \); hence, the restriction \( b|_A \) is the operator \( v^A_2(W) \). What we have to keep in mind about this operator is that

\[
W = v^A_2(W) F_A.
\]

Returning to the main proof. Let \( \eta : Q(L^p/A, \cdot) \rightarrow Q(L^p/B, \cdot) \) be a natural transformation. Then \( \eta_A(F_A) = v^B_2(\eta_A(F_A)) F_B \), and \( v^B_2(\eta_A(F_A)) : A \rightarrow Z \) is going to be the operator we are looking for. The (surprising) form in which the natural transformation \( \eta \) acts is as follows; since one has a commutative diagram

\[
\begin{array}{ccc}
Q(L^p/A, A) & \xrightarrow{\eta_A} & Q(L^p/B, A) \\
\nu^A_2(W)^* \downarrow & & \downarrow \nu^B_2(W)^*
\end{array}
\]

\[
\begin{array}{ccc}
Q(L^p/A, Z) & \xrightarrow{\eta_Z} & Q(L^p/B, Z)
\end{array}
\]

given a quasi-linear map \( W : L^p/A \rightarrow Z \) one has:

\[
\eta_Z(W) = \eta_Z(\nu^B_2(W) F_A) = \nu^B_2(W) \eta_A(F_A) = \nu^B_2(W) \nu_A^B(\eta_A(F_A)) F_B. \quad \square
\]

With this we obtain:

**Proposition 4.2** Let \( A \) and \( B \) be \( q \)-Banach subspaces of \( L^p \), \( 0 < p < q \leq 1 \). The functors \( Q(L^p/A, \cdot) \) and \( Q(L^p/B, \cdot) \) acting between the categories \( Q_q \) and \( V \) are naturally equivalent if and only if \( A \) and \( B \) are isomorphic.
Proof. Let $\eta$ be a natural equivalence with inverse $\eta^{-1}$ (which has the same form as $\eta$). Thus, for all $W$ one has $W = \eta_Z^{-1}(\eta_Z(W))$ from which:

$$\nu^A_Z(W)F_A = \eta_Z^{-1}\left(\nu^A_Z(W)\nu^B_Z(\eta_A(F_A))F_B\right) = \nu^A_Z(W)\nu^B_Z(\eta_A(F_A))\nu^B_B\left(\eta_B^{-1}(F_B)\right)F_A.$$  

Now observe that if $T$ is an operator and $TF_A = 0$ then $T = 0$ (simply because $L(L_p, \cdot) = 0$). Hence

$$\nu^A_Z(W) = \nu^A_Z(W)\nu^B_Z(\eta_A(F_A))\nu^B_B\left(\eta_B^{-1}(F_B)\right).$$

Since $\nu^A_Z$ is an isomorphism, choosing $W$ so that $\nu^A_Z(W)$ is injective one gets

$$\nu^B_Z(\eta_A(F_A))\nu^B_B\left(\eta_B^{-1}(F_B)\right) = 1,$$

and, reasoning with $\nu Z/W$, one gets $\nu^A_Z\left(\eta_B^{-1}(F_B)\right)\nu^B_Z(\eta_A(F_A)) = 1$, which shows that $\nu^B_Z(\eta_A(F_A))$ is an isomorphism.

We are ready to give some applications of these results:

**Theorem 4.1** Let $Z$ and $Z'$ be Banach spaces and let $F : Z \to R$ and $G : Z' \to R$ be quasi-linear maps. Then $F$ and $G$ are isomorphically equivalent if and only if the functors $Q(R \oplus F Z, \cdot)$ and $Q(R \oplus G Z', \cdot)$ are naturally equivalent acting between the categories $Q_p$ and $V$ for some (all) $0 < p < 1$.

Proof. If $F$ and $G$ are isomorphically equivalent then the spaces $R \oplus F Z$ and $R \oplus G Z$ are isomorphic and thus the functors $Q(R \oplus F Z, \cdot)$ and $Q(R \oplus G Z, \cdot)$ are naturally equivalent (between no matter which categories). To obtain the reciprocal, recall from [10] that a minimal extension of a Banach space is $p$-Banach for all $p < 1$. Now, if $\nu : Q(R \oplus F Z, \cdot) \to Q(R \oplus G Z, \cdot)$ is a natural transformation then $(R \oplus F Z) \oplus l_p(I)$ and $(R \oplus G Z) \oplus l_p(J)$ must be isomorphic for all $p < 1$, which implies that $R \oplus F Z$ and $R \oplus G Z$ are isomorphic and, by 4, $F$ and $G$ are isomorphically equivalent.

The example 3.2 shows that, in general, the natural equivalence of two functors $Q(R \oplus F Z, \cdot)$ and $Q(R \oplus G Z', \cdot)$ does not imply that $F$ and $G$ are isomorphically equivalent.

**Theorem 4.2** Let $A$ and $B$ be $q$-Banach subspaces of $L_p$ for $0 < p < q \leq 1$. The sequences $0 \to A \to L_p \to L_p/A \to 0$ and $0 \to B \to L_p \to L_p/B \to 0$ are isomorphically equivalent if and only if the functors $Q(L_p/A, \cdot)$ and $Q(L_p/B, \cdot)$ acting between the categories $Q_p$ and $V$ are naturally equivalent.

Proof. Since the functors are naturally equivalent acting on $Q_p$ we get that $(L_p/A) \oplus l_p$ and $(L_p/B) \oplus l_p$ are isomorphic; a further moment of reflection shows that then also $L_p/A$ and $L_p/B$ are isomorphic and thus there exists an isomorphism $\psi : L_p/B \to L_p/A$ so that the natural transformation acts as $\eta_Z(W) = W\psi$. On the other hand, since the functors are naturally equivalent acting on $Q_{pl}$ for $p < q$, we get that there exists an isomorphism $\phi : B \to A$ so that the natural transformation acts as $\eta_Z(W) = \nu_Z(W)\phi F_B$. Hence

$$\eta_A(F_A) = F_A \psi = \phi F_B$$

and thus the sequences $0 \to A \to L_p \to L_p/A \to 0$ and $0 \to B \to L_p \to L_p/B \to 0$ are isomorphically equivalent.
Observe that this result includes the result of Kalton and Peck [14, Theorem 4.4] mentioned in 3: if \( A, B \) are \( q \)-Banach subspaces of \( L_p, 0 < p < q \leq 1 \) and \( \gamma : L_p/A \to L_p/B \) is an isomorphism then the functors \( Q(L_p/A, \cdot) \) and \( Q(L_p/B, \cdot) \) are naturally equivalent (acting wherever) and thus the sequences \( 0 \to A \to L_p \to L_p/A \to 0 \) and \( 0 \to B \to L_p \to L_p/B \to 0 \) are isomorphically equivalent. In the diagram

\[
\begin{array}{cccccc}
0 & \to & A & \to & L_p & \to & L_p/A & \to & 0 \\
\alpha & \downarrow & \beta & \downarrow & \gamma & & & & \\
0 & \to & B & \to & L_p & \to & L_p/B & \to & 0
\end{array}
\]

\( \beta : L_p \to L_p \) is the isomorphism such that \( \beta(A) = B \).

The result is optimal. In [14] it is shown the existence of two copies of \( l_2 \) in \( L_0 \) for which the corresponding exact sequences are not isomorphically equivalent. The following example due to Kalton, and reproduced here with his kind permission, shows that such copies also exist in \( L_p \) for \( 0 < p < 1 \): one is the closed span \( R \) of the Rademacher functions, while the other is the closed span \( G \) of the Gaussian random variables. The point is that any operator \( L_p \to L_p \) must send order-bounded sequences to order-bounded sequences due to the lattice structure of the space of operators. Since the Rademacher sequence is order-bounded and the Gaussian sequence is not, no isomorphism of \( L_p \) can extend the isomorphism \( R \to G \), and thus the sequences \( 0 \to R \to L_p \to L_p/R \to 0 \) and \( 0 \to G \to L_p \to L_p/G \to 0 \) cannot be isomorphically equivalent.

Concluding remark. Following [2] the spaces \( Q(Z, Y) \) can be endowed with a natural quasi-normable and complete (but not necessarily Hausdorff) vector topology induced by the semi-quasi-norm

\[ \|H\| = \inf \{Q(W) : W \in [H]\}. \]

Let us call \( \frac{1}{2}Q \) to the category of quasi-normed complete (non-necessarily Hausdorff) spaces. Observe that all the maps appearing in the previous proof(s) are continuous with respect to this topology. Hence, we arrive to the remarkable result that

**Proposition 4.3** If the functors \( Q(Z, \cdot) \) and \( Q(Z', \cdot) \) acting from \( Q_p \to V \) are naturally equivalent then they also are naturally equivalent acting from \( Q_p \to \frac{1}{2}Q \).
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Abstract

Given \((A, D(A))\) a closed (not necessarily densely defined) linear operator in a Banach space \(X\), a new family of bounded and linear operators, the \(\alpha\)-times integrated trigonometric sine function (with \(\alpha \geq 0\)) is introduced in order to find the link between the \(\alpha\)-times integrated cosine function (generated by \(-A^2\)) and the \(\alpha\)-times integrated group (generated by \(iA\)). The particular case \(\alpha = 0\) is studied in detail. As examples, we will consider \(\Delta_p\) and \((-\Delta_p)^{\frac{1}{2}}\) on \(L^p(\mathbb{R}^n)\) with \(1 \leq p \leq +\infty\).

1. Introduction

The strongly continuous cosine function of bounded and linear operators on a Banach space \(X\) was defined by Sova in [20] using d’Alembert’s functional equation

\[ C(t + s) + C(t - s) = 2C(t)C(s), \quad s, t \in \mathbb{R}. \]

The sine function is defined by \(S(t)x := \int_0^t C(s)x\,ds\) for each \(x \in X\). Some relations between cosine and sine functions can be found in [21]; one of them is the following:

\[ C(t + s) - C(t - s) = 2AS(t)S(s), \quad s, t \in \mathbb{R}, \tag{1} \]

where \(A\) is the infinitesimal generator of \((C(t))_{t \in \mathbb{R}}\) (for the definitions see, for example, in [21]). (1) shows that this pair of operator families is not an exact extension of scalar trigonometric functions. Also, it is known that \(u(t) = C(t)x + S(t)y\) is the solution of the second order Cauchy problem

\[
\begin{aligned}
\begin{cases}
  u''(t) = Au(t), & \text{where } t \in \mathbb{R}, \\
  u(0) = x, & u'(0) = y, \quad \text{with } x, y \in X,
\end{cases}
\end{aligned}
\]

with \(x, y \in X\), see for example [9], [21].
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It is well-known that if \((T(t))_{t \in \mathbb{R}}\) is a \(C_0\)-group of bounded operators in \(X\) whose infinitesimal generator is \((iA, D(iA))\), then
\[
C(t) := \frac{T(t) + T(-t)}{2}
\]  
(2)
is a cosine family whose infinitesimal generator is \((-A^2, D(A^2))\); for the definitions and the proof see, for example, [9] or more recently [5]. In general, it is false that if \((C(t))_{t \in \mathbb{R}}\) is a cosine family on \(X\), then there exists a \(C_0\)-group \((T(t))_{t \in \mathbb{R}}\) of bounded operators such that the formula (2) holds; see [14], [19]. A condition ("Assumption 6.4" in [7] or "Condition (F)" in [21]) under which the representation (2) holds is the following:

if \(B^2 = A\), where \(A\) is the infinitesimal generator of \((C(t))_{t \in \mathbb{R}}\), \(S(t)\) maps \(X\) into \(D(B)\) for \(t \in \mathbb{R}\), \(BS(t)\) is bounded in \(X\) for \(t \in \mathbb{R}\) and \(BS(t)x\) is continuous in \(t\) on \(\mathbb{R}\) for each fixed \(x \in X\).

The representation (2) can be set up in terms of \(\alpha\)-times integrated groups and \(\alpha\)-times integrated cosine functions (for the definitions see Definition 2.7 below); some results can be found in [2] and [6].

In this paper, we define a new family of bounded operators, the \(\alpha\)-times trigonometric sine family which is the key to get the equivalence between an \(\alpha\)-times integrated group (generated by \(iA\)) and an \(\alpha\)-times integrated cosine function (generated by \(-A^2\)). Our approach has the advantage that \(A\) is not necessarily densely defined. In the particular case \(\alpha = 0\), this definition is a more accurate operator-valued version of the trigonometric sine function.

In the last section, we will consider some of these families generated by \(\Delta_p\) and \((-\Delta_p)^\frac{\alpha}{2}\), (where \(\Delta_p := \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \ldots + \frac{\partial^2}{\partial x_n^2}\) is the Laplacian in \(\mathbb{R}^n\)) and \(X = L^p(\mathbb{R}^n)\) with \(1 \leq p \leq +\infty\).

In the sequel, \(X\) is a Banach space, \(B(X)\) is the set of bounded and linear operators on \(X\), \(A\) is a closed operator on \(X\) and \(D(A)\) its domain; \(\alpha \in [0, +\infty)\).

2. \(\alpha\)-Times Integrated Trigonometric Sine Function

The main idea of \(\alpha\)-times integrated families is to smoothen operator families by integrating them \(\alpha\) times in the fractional sense of Riemann-Liouville [18]. Integrated semigroups and integrated cosine operators are two of these families.

\(\alpha\)-times integrated semigroups with \(\alpha \in \mathbb{N}\) were introduced by Arendt in [1] and they were defined by Hieber [10] in the case \(\alpha \in \mathbb{R}^+\). The relationship between \(\alpha\)-times integrated semigroups and the first order Cauchy problem can be found in [10] and [17].

The theory for \(n\)-times cosine operators and \(C\)-cosine operator functions has appeared together in several papers, see for example [15] or [22]. \(\alpha\)-times integrated cosine functions can be introduced in the same way as \(\alpha\)-times integrated semigroups, see [24], [25]. In these papers it is proved that \(\alpha\)-times integrated cosine functions satisfy a certain abstract Bessel equation [24] and other singular equations [25].

In this section, we introduce a new family of integrated operators: the \(\alpha\)-times integrated trigonometric sine family with \(\alpha \geq 0\). Actually, we define an \(\alpha\)-times trigonometric pair \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) where \((S_\alpha(t))_{t \geq 0}\) is an \(\alpha\)-times integrated trigonometric sine family and \((C_\alpha(t))_{t \geq 0}\) is an \(\alpha\)-times integrated cosine function. We find equivalent definitions in
terms of the main condition which defines an \( \alpha \)-times integrated trigonometric sine function and a certain equality involving its Laplace transform. We also prove the relationship between this pair and classical \( \alpha \)-times integrated groups.

**Definition 2.1.** Let \((A, D(A))\) be a closed and linear operator in \(X\), \((A, D(A))\) is called the infinitesimal generator of an \( \alpha \)-times integrated trigonometric pair \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) with \(\alpha \geq 0\) and \(S_\alpha(t), C_\alpha(t) \in \mathcal{B}(X)\) for all \(t \geq 0\) if
1. the map \(t \rightarrow S_\alpha(t)x\) is continuous for every \(x \in X\);
2. \(S_\alpha(0) = 0\) and \(S_\alpha(t)A(x) = AS_\alpha(t)x\) for \(x \in D(A)\) and \(t \geq 0\);
3. \(S_{\alpha+1}(t) := \int_0^t S_\alpha(s)xds \in D(A)\) for \(x \in X\) and \(C_\alpha(t)x = \frac{r^\alpha}{\Gamma(\alpha+1)}x - \int_0^t S_\alpha(s)xds\) for \(t \geq 0\) and \(x \in X\);
4. \(C_{\alpha+1}(t)x := \int_0^t C_\alpha(s)xds \in D(A)\) for \(x \in X\) and \(S_\alpha(t)x = A \int_0^t C_\alpha(s)xds\) for \(t \geq 0\) and \(x \in X\);
5. \(\int_0^t \frac{r^\alpha}{\Gamma(\alpha+1)}(t+s-r)^\alpha S_{\alpha+1}(r)xdr) = S_{\alpha+1}(t)S_\alpha(s)x + S_\alpha(t)C_{\alpha+1}(s)\) for \(t, s \geq 0\) and \(x \in X\).

\((S_\alpha(t))_{t \geq 0}\) is called the \( \alpha \)-times integrated trigonometric sine function and \((C_\alpha(t))_{t \geq 0}\) is called the \( \alpha \)-times integrated trigonometric cosine function associated to the integrated trigonometric pair. \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) is said to be non degenerate if given \(x \in X\) such that \(S_\alpha(t)x = 0\) for every \(t \geq 0\) then \(x = 0\). In all this section an \( \alpha \)-times integrated trigonometric pair will be non degenerate. The scalar version of an \( \alpha \)-times integrated trigonometric pair (fractional integration of scalar sine and cosine function) can be found, for example, in [18].

### 2.1. A particular case

If \(A\) is a densely defined operator and \(\alpha = 0\), it can be proved that (v) is equivalent to the condition

\[
A(f(s)S_0(s)\, du) = 2S_0(t)S_0(r)x
\]

for \(t, r \in \mathbb{R}\) and \(x \in X\). If we define \(S_0(-t) := -S_0(t)\) and \(C_0(-t) := C_0(t)\) for \(t \geq 0\), then the following properties hold

1. \(C_0(t-r) - C_0(t+r) = 2S_0(r)S_0(t)\) for \(t, r \in \mathbb{R}\);
2. \(S_0(t+r) + S_0(t-r) = 2S_0(t)C_0(r)\) for \(t, r \in \mathbb{R}\);
3. \(S_0(t+r) = S_0(t)C_0(r) + C_0(t)S_0(r)\) for \(t, r \in \mathbb{R}\);
4. \(S_0(t-r) = S_0(t)C_0(r) - C_0(t)S_0(r)\) for \(t, r \in \mathbb{R}\);
5. \(S_0(t+r) - S_0(t-r) = 2C_0(t)S_0(r)\) for \(t, r \in \mathbb{R}\);
6. \((C_0(t))_{t \in \mathbb{R}}\) is a cosine family, i.e., \(C_0(t+r) + C_0(t-r) = 2C_0(t)C_0(r)\) for \(t, r \in \mathbb{R}\);
7. \((S_0(t), C_0(t))_{t \in \mathbb{R}}\) verifies the classical equalities of trigonometric functions.

This shows that a 0-times integrated trigonometric pair \((S_0(t), C_0(t))_{t \in \mathbb{R}}\) verifies the classical equalities of trigonometric functions.

A pair of operator families is usually introduced to treat the second order Cauchy problem, see for example [23]. Let \((A, D(A))\) be the generator of an 0-times integrated trigonometric pair, \((S_0(t), C_0(t))_{t \in \mathbb{R}}\). Then the solution of the second order Cauchy problem

\[
\begin{cases}
  u''(t) = -A^2 u(t), & \text{where } t \geq 0 \\
  u(0) = x, & u'(0) = Ax, \text{ with } x \in D(A^2)
\end{cases}
\]
is given by \( u(t) = C_0(t)x + S_0(t)x \).

2.2. Main results

It is an easy exercise to calculate the derivative of \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\):

**Proposition 2.2.** Let \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) be an \(\alpha\)-times integrated trigonometric pair and \((A, D(A))\) its infinitesimal generator. Then,

1. The map \( t \mapsto S_\alpha(t)x \) is differentiable and \( \frac{d}{dt}S_\alpha(t)x = C_\alpha(t)A(x) \) with \( x \in D(A) \);
2. The map \( t \mapsto C_\alpha(t)x \) is differentiable and \( \frac{d}{dt}C_\alpha(t)x = \frac{\alpha - 1}{\Gamma(\alpha)}x - S_\alpha(t)A(x) \) if \( \alpha > 0 \),
   \[ \frac{d}{dt}C_0(t)x = -S_0(t)A(x) \] with \( x \in D(A) \) and \( C_0(0)x = -A^2(x) \) with \( x \in D(A^2) \).

An \(\alpha\)-times trigonometric pair verifies the following equalities:

**Proposition 2.3.** Let \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) be an \(\alpha\)-times integrated trigonometric pair and \((A, D(A))\) its infinitesimal generator. Then

1. \( S_\alpha(t)x + A^2S_{\alpha+2}(t)x = \frac{t^{\alpha+1}}{\Gamma(\alpha+2)}A(x) \) for \( t \geq 0 \) and \( x \in D(A) \);
2. \( C_\alpha(t)x + A^2C_{\alpha+2}(t)x = \frac{t^\alpha}{\Gamma(\alpha+1)}x \) for \( t \geq 0 \) and \( x \in X \).

**Proof.** (1) Since \( A S_{\alpha+1}(t)x = C_\alpha(t)x - \frac{t^\alpha}{\Gamma(\alpha+1)}x \) for \( x \in X \), we get

\[
A^2 S_{\alpha+2}(t)x = A \int_0^t C_\alpha(s)x ds - \frac{t^{\alpha+1}}{\Gamma(\alpha+2)}A(x) = S_\alpha(s)x ds - \frac{t^{\alpha+1}}{\Gamma(\alpha+1)}A(x)
\]

for \( x \in D(A) \). (2) Since \( A C_{\alpha+1}(t)x = S_\alpha(t)x \) for \( x \in X \), we get

\[
A^2 C_{\alpha+2}(t)x = A \int_0^t S_\alpha(s)x ds = \frac{t^\alpha}{\Gamma(\alpha+1)}x - C_\alpha(t)x.
\]

**Lemma 2.4.** Let \((A, D(A))\) the infinitesimal generator of an \(\alpha\)-times integrated trigonometric pair \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\). For \( t \geq 0 \), \( \lambda \in \mathbb{C} \) and \( x \in X \), we have \( \int_0^t e^{-\lambda s} S_\alpha(s)x ds \in D(A) \) and

\[
A \int_0^t e^{-\lambda s} S_\alpha(s)x ds = e^{-\lambda t} \frac{t^\alpha}{\Gamma(\alpha+1)} - e^{-\lambda t} C_\alpha(t)x + \lambda t^{\alpha+1} \gamma^*(\alpha + 1, \lambda t) - \lambda \int_0^t e^{-\lambda s} C_\alpha(s)x ds
\]

where \( \gamma^*(\nu, t) = \frac{1}{\Gamma(\nu)} \int_0^t \xi^{\nu-1} e^{-\xi} d\xi \), with \( \Re \nu > 0 \), is the incomplete gamma function, see [18].

**Proof.** Since \( \int_0^t e^{-\lambda s} S_\alpha(s)x ds = \int_0^t S_\alpha(s)x ds - \lambda \int_0^t e^{-\lambda s} \int_0^t S_\alpha(s)x ds dr \), then \( \int_0^t e^{-\lambda s} S_\alpha(s)x ds \in D(A) \) for \( x \in X \). Integrating by parts, we get

\[
\lambda^\alpha A \int_0^t e^{-\lambda s} S_\alpha(s)x ds = \lambda^\alpha e^{-\lambda t} A \int_0^t S_\alpha(s)x ds + \lambda^{\alpha+1} A \int_0^t e^{-\lambda s} \int_0^s S_\alpha(u)x ds du
\]

and we obtain the result.

\[
= \lambda^\alpha e^{-\lambda t} \frac{t^\alpha x}{\Gamma(\alpha+1)} - C_\alpha(t)x + \lambda^{\alpha+1} \int_0^t e^{-\lambda s} \frac{s^\alpha x}{\Gamma(\alpha+1)} - C_\alpha(s)x ds
\]

\[
= \frac{(\lambda t)^\alpha e^{-\lambda t}}{\Gamma(\alpha+1)}x - \lambda^\alpha e^{-\lambda t} C_\alpha(t)x + \int_0^t \frac{e^{-\lambda s} u^\alpha x}{\Gamma(\alpha+1)} du - \lambda^{\alpha+1} \int_0^t e^{-\lambda s} C_\alpha(s)x ds
\]
Definition 2.5. An $\alpha$-times trigonometric pair is said to be exponentially bounded if there exist $C, \omega \in \mathbb{R}^+$ and such that $\|S_\alpha(t)\|, \|C_\alpha(t)\| \leq C e^{\omega t}$ for $t \geq 0$.

The Laplace transform is introduced for exponentially bounded operator families as usual.

Theorem 2.6. Let $(A, D(A))$ be a closed operator in $X$ and $S_\alpha : \mathbb{R}^+ \to \mathcal{B}(X)$ a strongly continuous map with $\int_0^t S_\alpha(s)x ds \in D(A)$ for each $x \in X$, $t \geq 0$ and $\|S_\alpha(t)\| \leq C e^{\omega t}$ with $C, \omega \in \mathbb{R}^+$. Consider

$$R_{S_\alpha}(\lambda^2)x := \lambda^\alpha \int_0^{+\infty} e^{-\lambda t} S_\alpha(t)x dt$$

for $\Re \lambda > \omega$ and $x \in X$. Then $R_{S_\alpha}(\lambda^2) \in \mathcal{B}(X)$ and $R_{S_\alpha}(\lambda^2)x \in D(A)$ for every $x \in X$. Moreover, the following statements are equivalent:

(i) $\frac{A}{1 - \alpha} \left( \int_t^{t+s} - \int_0^t (t+s-r)^\alpha S_{\alpha+1}(r) xdr \right) = S_{\alpha+1}(t)S_\alpha(s)x + S_{\alpha+1}(s)S_\alpha(t)x$ for $t, s \geq 0$ and $x \in X$.

(ii) $(\mu^2 - \lambda^2)R_{S_\alpha}(\lambda^2)R_{S_\alpha}(\mu^2)x = A(R_{S_\alpha}(\lambda^2)x - R_{S_\alpha}(\mu^2)x)$ for $x \in X$ with $\Re \lambda, \Re \mu > \omega$.

Proof. As in Lemma 2.4, it holds that $R_{S_\alpha}(\lambda^2)x \in D(A)$ for $\Re \lambda > \omega$ and $x \in X$, and therefore $R_{S_\alpha}(\lambda^2) \in \mathcal{B}(X)$. Take $x \in X$ and consider $\mu \neq \lambda$ and $\Re \mu > \Re \lambda$. It is easy to see that

$$\frac{\lambda + \mu}{(\lambda \mu)^{\alpha+1}} R_{S_\alpha}(\lambda^2)R_{S_\alpha}(\mu^2)x = \int_0^{+\infty} \int_0^{+\infty} e^{-\lambda t - \mu s} (S_{\alpha+1}(t)S_\alpha(s)x + S_{\alpha+1}(s)S_\alpha(t)x) dt ds.$$

Next we prove

$$\frac{1}{(\mu - \lambda)(\lambda \mu)^{\alpha+1}} (R_{S_\alpha}(\lambda^2)x - R_{S_\alpha}(\mu^2)x)$$

$$= \int_0^{+\infty} \int_0^{+\infty} e^{-\lambda t - \mu s} \left( \int_t^{t+s} - \int_0^t (s + t - r)^\alpha S_{\alpha+1}(r)x dr \right) dt ds.$$

Indeed, using $R_{S_\alpha}(\lambda^2)x = \lambda^{\alpha+1} \int_0^{+\infty} e^{-\lambda t} S_{\alpha+1}(t) x dt$, and $\Gamma(\alpha + 1) = \mu^{\alpha+1} \int_0^{+\infty} s^\alpha e^{-\mu s} ds$, we have

$$\frac{1}{(\mu - \lambda)(\lambda \mu)^{\alpha+1}} R_{S_\alpha}(\lambda^2)x = \frac{1}{(\mu - \lambda)(\mu \mu)^{\alpha+1}} \int_0^{+\infty} e^{-(\lambda - \mu)t} e^{-\mu t} S_{\alpha+1}(t)x dt$$

$$= \frac{-1}{(\mu - \lambda)\mu^{\alpha+1}} \int_0^{+\infty} e^{-(\lambda - \mu)t} \frac{d}{dt} \int_t^{+\infty} e^{-\mu r} S_{\alpha+1}(r)x dr dt$$

$$= \frac{1}{(\mu - \lambda)\mu^{\alpha+1}} \int_0^{+\infty} e^{-\mu r} S_{\alpha+1}(r)x dr + \frac{1}{\mu^{\alpha+1}} \int_0^{+\infty} e^{-(\lambda - \mu)t} \int_t^{+\infty} e^{-\mu r} S_{\alpha+1}(r)x dr dt$$

$$= \frac{R_{S_\alpha}(\mu^2)x_x}{(\mu - \lambda)\mu^{2(\alpha+1)}} + \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} e^{-\mu v} v^\alpha dv \int_0^{+\infty} e^{-(\lambda - \mu)t} \int_t^{+\infty} e^{-\mu r} S_{\alpha+1}(r)x dr dt.$$

The change of variable $u = s + t - r$ and Fubini’s Theorem yield

$$\int_0^{+\infty} e^{-(\lambda - \mu)t} \int_0^{+\infty} e^{-\mu r} S_{\alpha+1}(r)x \int_0^{+\infty} e^{-\mu v} v^\alpha dv dr$$

$$= \int_0^{+\infty} \int_0^{+\infty} e^{-\lambda t} S_{\alpha+1}(r)x \int_0^{+\infty} e^{-\mu u} (s + t - r)^\alpha ds dr dt$$
On other hand, we have

\[
\frac{1}{(\mu - \lambda)(\lambda \mu)\alpha+1} R_s(\mu^2) x = \frac{1}{\lambda \alpha+1} \int_0^{+\infty} \int_r^{+\infty} e^{-(\mu-\lambda)t} s e^{-\lambda r} S_{\alpha+1}(r) x dr ds dt
\]

\[
= \frac{1}{\lambda \alpha+1} \int_0^{+\infty} e^{-(\mu-\lambda)t} \int_r^{+\infty} e^{-\lambda r} S_{\alpha+1}(r) x dr ds dt
\]

\[
= \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} e^{-(\mu-\lambda)t} \int_r^{+\infty} e^{-\lambda r} S_{\alpha+1}(r) x \int_0^{+\infty} t^\alpha e^{-\lambda(t+r-s)} dr ds dt
\]

We use the change of the variable \( t + r - s = u \) and apply Fubini's theorem to get

\[
\frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} e^{-\mu s} \int_r^{+\infty} S_{\alpha+1}(r) x \int_{r-s}^{+\infty} (u + s - r)^\alpha e^{-\lambda u} du dr ds
dudr
dudu
duds

= \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} S_{\alpha+1}(r) x \int_r^{+\infty} e^{-\mu u} \int_0^{+\infty} (u + s - r)^\alpha e^{-\lambda u} du dr ds
dudr

dudu
duds

= \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} S_{\alpha+1}(r) x \int_r^{+\infty} e^{-\mu u} \int_0^{+\infty} (u + s - r)^\alpha e^{-\lambda u} du dr ds

dudr

dudu
duds

= \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} S_{\alpha+1}(r) x \int_r^{+\infty} e^{-\mu u} \int_0^{+\infty} (u + s - r)^\alpha e^{-\lambda u} du dr ds

dudr

dudu
duds

Then

\[
\frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} S_{\alpha+1}(r) x \int_r^{+\infty} e^{-\mu u} \int_0^{+\infty} (s - v)^\alpha e^{-\lambda(s-v)} dv du dr
dudr

dudu
duds

= \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} S_{\alpha+1}(r) x \int_r^{+\infty} e^{-\lambda(s-v)} \int_0^{+\infty} (s - v)^\alpha e^{-\mu(s-v)} du dv dr

dudr

dudu
duds

= \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} S_{\alpha+1}(r) x \int_r^{+\infty} e^{-\lambda(s-v)} \int_0^{+\infty} z^\alpha e^{-\mu(v+z)} dz dv dr

dudr

dudu
duds

= \frac{1}{\Gamma(\alpha + 1)} \int_0^{+\infty} e^{-\mu z} z^\alpha dz \int_r^{+\infty} e^{-\lambda r} S_{\alpha+1}(r) x \int_r^{+\infty} e^{-(\mu-\lambda)v} dv dr
and we obtain the result.

We recall now some families of integrated operators.

**Definition 2.7.** Let \((T_\alpha(t))_{t \geq 0}\) be a strongly continuous family in \(\mathcal{B}(X)\) such that \(\|T_\alpha(t)\| \leq C e^{\omega t}\) for some \(C, \omega \in \mathbb{R}^+\) and \(t \geq 0\) with \(\alpha > 0\). It is said to be an \(\alpha\)-times integrated semigroup if

\[
R_{T_\alpha}(\lambda)x := \lambda^{\alpha} \int_0^{+\infty} e^{-\lambda t} T_\alpha(t) x dt
\]

is a pseudoresolvent for \(\lambda > \omega\) (see for example [10], [17]). The operator \((B, D(B))\) such that \(R_{T_\alpha}(\lambda)x = (\lambda - B)^{-1}x\), is called the infinitesimal generator of \((T_\alpha(t))_{t \geq 0}\). \((T_\alpha(t))_{t \in \mathbb{R}}\) is an \(\alpha\)-times integrated group generated by \((B, D(B))\) if \((T_\alpha(t))_{t \geq 0}\) and \((T_\alpha(-t))_{t \geq 0}\) are \(\alpha\)-times integrated semigroups the infinitesimal generators of which are \((B, D(B))\) and \((-B, D(B))\).

Let \((C_\alpha(t))_{t \geq 0}\) be a strongly continuous family in \(\mathcal{B}(X)\) such that \(\|C_\alpha(t)\| \leq C e^{\omega t}\) for some \(M, \omega \geq 0\) and \(t \geq 0\) with \(\alpha > 0\). It is said to be an \(\alpha\)-times integrated cosine function if

\[
R_{C_\alpha}(\lambda^2)x := \lambda^{\alpha - 1} \int_0^{+\infty} e^{-\lambda t} C_\alpha(t) x dt
\]

is a pseudoresolvent for \(\Re \lambda > \omega\) (see for example [25]). The operator \((E, D(E))\) such that \(R_{C_\alpha}(\lambda^2)x = (\lambda^2 - E)^{-1}x\) is called the infinitesimal generator of \((C_\alpha(t))_{t \geq 0}\). \(S_\alpha(t) := \int_0^t C_\alpha(s)ds\) is called the \(\alpha\)-times integrated sine function, see [25].

**Corollary 2.8.** Let \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) be an \(\alpha\)-times integrated trigonometric pair which satisfies \(\|S_\alpha(t)\|, \|C_\alpha(t)\| \leq C e^{\omega t}\) with \(C, \omega \in \mathbb{R}^+\) and \((A, D(A))\) its infinitesimal generator. Take \(\lambda \in \mathbb{C}\) with \(\Re \lambda > \omega\). Then \(\lambda^2 \in \rho(-A^2)\) and

1. \(R_{S_\alpha}(\lambda^2) = (\lambda^2 + A^2)^{-1}\), i.e., \((C_\alpha(t))_{t \geq 0}\) is an \(\alpha\)-times integrated cosine function generated by \((-A^2, D(A^2))\);

2. \(R_{S_\alpha}(\lambda^2) = A(\lambda^2 + A^2)^{-1}\).

**Proof.** It is straightforward to show that \(R_{S_\alpha}(\lambda^2) = AR_{C_\alpha}(\lambda^2)\), with \(\Re \lambda > \omega\). Indeed,

\[
R_{S_\alpha}(\lambda^2)x = \lambda\alpha \int_0^{+\infty} e^{-\lambda t} S_\alpha(t) x dt = \lambda\alpha \int_0^{+\infty} e^{-\lambda t} A \int_0^t C_\alpha(s) x ds dt
\]

\[
= \lambda A \int_0^{+\infty} C_\alpha(s) x \int_s^{+\infty} e^{-\lambda t} ds dt = \lambda^{\alpha - 1} A \int_0^{+\infty} C_\alpha(s) x e^{-\lambda s} ds = AR_{C_\alpha}(\lambda^2)x.
\]

Since \((\mu^2 - \lambda^2)R_{S_\alpha}(\lambda^2)x = A(R_{S_\alpha}(\lambda^2)x - R_{S_\alpha}(\mu^2)x)\) for \(x \in X\) with \(\Re \lambda, \Re \mu > \omega\), we get that \(A^2(\mu^2 - \lambda^2)R_{C_\alpha}(\lambda^2)R_{C_\alpha}(\mu^2)x = A^2(R_{C_\alpha}(\lambda^2)x - R_{C_\alpha}(\mu^2)x)\). Since \(A\) is injective, \(R_{C_\alpha}\) is a pseudoresolvent and by Proposition 2.3 (ii),

\[
(\lambda^2 + A^2)R_{C_\alpha}(\lambda^2)x = \lambda^2 R_{C_\alpha}(\lambda^2)x + A^2\lambda^{\alpha - 1} \int_0^{+\infty} e^{-\lambda t} C_\alpha(t) x dt
\]

\[
= \lambda^2 R_{C_\alpha}(\lambda^2)x + A^2\lambda^{\alpha + 1} \int_0^{+\infty} e^{-\lambda t} C_{\alpha + 2}(t) x dt = \lambda^{\alpha + 1} \int_0^{+\infty} e^{-\lambda t} \frac{t^\alpha}{\Gamma(\alpha + 1)} x dt = x.
\]
Note that if \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) is an \(\alpha\)-times integrated trigonometric pair, then the \(\alpha\)-times integrated sine function (see definition 2.7) associated to the \(\alpha\)-times integrated cosine function \((C_\alpha(t))_{t \geq 0}\) is \((C_{\alpha+1}(t))_{t \geq 0}\).

On the other hand, although \((C_\alpha(t))_{t \geq 0}\) is an operator family which can be treated using integrated methods, (see [2]), or regularized resolvents ([16]), it is not possible to do the same with \((S_\alpha(t))_{t \geq 0}\).

**Theorem 2.9.**

1. Let \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) be an \(\alpha\)-times integrated trigonometric pair such that \(\|S_\alpha(t)\|, \|C_\alpha(t)\| \leq C e^{\omega t}\) with \(C, \omega \in \mathbb{R}^+\), and \((A, D(A))\) its infinitesimal generator. Then \(T_\alpha(t) := C_\alpha(t) + iS_\alpha(t)\) is an \(\alpha\)-times integrated semigroup in \(X\) generated by \((iA, D(iA))\).

2. Let \((T_\alpha(t))_{t \in \mathbb{R}}\) be an \(\alpha\)-times integrated group generated by \((B, D(B))\). Then \((S_\alpha(t), C_\alpha(t))_{t \geq 0}\) is an exponentially bounded \(\alpha\)-times integrated trigonometric pair generated by \((-iB, D(iB))\) with

\[
S_\alpha(t) := \frac{T_\alpha(t) - T_\alpha(-t)}{2i}, \quad \text{and} \quad C_\alpha(t) := \frac{T_\alpha(t) + T_\alpha(-t)}{2}.
\]

Proof. (1) Take \(x \in X\). By Corollary 2.8, we get that

\[
R_{T_\alpha}(\lambda)x = \lambda(\lambda^2 + A^2)^{-1}x + iA(\lambda^2 + A^2)^{-1}x = (\lambda + iA)(\lambda^2 + A^2)^{-1}x = (\lambda - iA)^{-1}x
\]

for \(\lambda \in \mathbb{C}\) with \(\Re \lambda > \omega\). (2) is straightforward from Definition 2.7.

**3. Two Classical Examples**

It is well known that if \(A\) generates an uniformly bounded holomorphic \(C_0\)-semigroup in the half plane \(\{z \in \mathbb{C}: \Re z > 0\}\), the boundary value of this holomorphic semigroup is a \(C_0\)-group generated by \(iA\) ([12]). The relationship between the growth of the holomorphic semigroup and the quality of its boundary values has been investigated in several papers, for example [3], [4] and [6].

Next we consider two particular cases. Take \(X = L^p(\mathbb{R}^n)\) with \(1 \leq p \leq \infty\), and \(\Delta_p = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \ldots + \frac{\partial^2}{\partial x_n^2}\) is the classical Laplacian. The holomorphic \(C_0\)-semigroup generated by \(\Delta_p\) is the heat semigroup \(\{e^{t\Delta_p}\}_{t \geq 0}\) and satisfies the bound

\[
\|e^{z\Delta_p}\|_{B(L^p(\mathbb{R}^n))} \leq \left(\frac{|z|}{\Re z}\right)^{n|\frac{1}{p} - \frac{1}{2}|}
\]

with \(1 \leq p \leq \infty\) and \(\Re z > 0\). Then ([3], [13]) \(i\Delta_p\) generates an \(\alpha\)-times integrated group with \(\alpha > n|\frac{1}{p} - \frac{1}{2}|\) and also by the Theorem 2.9 (2), \(\Delta_p\) generates an \(\alpha\)-times integrated trigonometric pair.

Now, consider a second example: take \(X = L^p(\mathbb{R}^n)\) with \(1 \leq p \leq \infty\) and \(A = i(-\Delta_p)^{\frac{1}{2}}\). We first consider the case \(n = 1\). By applying Theorem 2.9 (i), we obtain the following:

\(A\) does not generate a \(C_0\)-group on \(L^1(\mathbb{R})\) (see Proposition 3.4 in [6]). Therefore \((-\Delta_p)^{\frac{1}{2}}\) does not generate an 0-trigonometric pair.
A generates an $\alpha$-times integrated group for all $\alpha > 0$ on $L^1(\mathbb{R})$ (see Theorem 2.1 in [4]). Therefore $(-\Delta_p)^{\frac{1}{2}}$ generates an $\alpha$-times integrated trigonometric pair for all $\alpha > 0$.

A generates an $\alpha$-times integrated group with $\alpha > 0$ on $L^\infty(\mathbb{R})$. Therefore $(-\Delta_p)^{\frac{1}{2}}$ generates an $\alpha$-times integrated trigonometric pair for all $\alpha > 0$.

A generates a $C_0$-group on $L^p(\mathbb{R})$ with $1 < p < \infty$ (see [8], [6]). Therefore $(-\Delta_p)^{\frac{1}{2}}$ generates a 0-times integrated trigonometric pair.

**Proposition 3.1.** Let $X = L^p(\mathbb{R}^n)$ and $A = i(-\Delta_p)^{\frac{1}{2}}$ with $1 \leq p \leq \infty$. Then $(-\Delta_p)^{\frac{1}{2}}$ generates an $\alpha$-times integrated trigonometric pair for all $\alpha > (n-1)|\frac{1}{p} - \frac{1}{2}|$.

**Remark.** Hieber [11] proved that $\Delta_p$ generates an $\alpha$-times integrated cosine function on $L^p(\mathbb{R}^n)$ when $\alpha > (n-1)|\frac{1}{p} - \frac{1}{2}|$. He used in his proof multiplier theory. Now this result can be seen as a consequence of the fact that $(-\Delta_p)^{\frac{1}{2}}$ generates an $\alpha$-times integrated trigonometric pair with $\alpha > (n-1)|\frac{1}{p} - \frac{1}{2}|$ and Corollary 2.8 (1).
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Abstract

As an application of a celebrate result of Aron, Hervés, and Valdivia about weakly continuous multilinear maps, we obtain a sequence \((A_n)\) of finite dimensional (hence amenable) Lipschitz algebras for which the algebra \(\ell_\infty(A_n)\) fails to be even weakly amenable.
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Introduction and main result

Let \(A\) be an associative Banach algebra and \(X\) a Banach bimodule over \(A\). A derivation \(D : A \to X\) is a (linear, continuous) operator satisfying Leibniz’s rule:

\[ D(ab) = D(a) \cdot b + a \cdot D(b). \]

The simplest derivations have the form \(D(a) = a \cdot x - x \cdot a\) for some fixed \(x \in X\). They are called inner. A Banach algebra is said to be amenable if every derivation \(D : A \to X\) is inner for all dual bimodules \(X\). When this holds merely for \(X = A'\) we say that \(A\) is weakly amenable.

Let us recall the trivial fact that if \(B \to A\) is a bounded homomorphism with dense range and \(B\) is amenable, then so is \(A\). The same is true for weak amenability provided \(B\) (hence \(A\)) is commutative [3] (see also [10] for counterexamples in the noncommutative case). We refer the reader to [11,12,4] for background on amenability and weak amenability.

Let \((A_n)\) be a sequence of associative Banach algebras. As usual, we write \(\ell_\infty(A_n)\) for the Banach algebra of all sequences \(f = (f_n)\), with \(f_n \in A_n\) for all \(n\), and \(\|f\| = \sup_n \|f_n\|_{A_n}\) finite, equipped with the obvious norm and coordinatewise multiplication. If \(A_n = A\) for some fixed algebra \(A\), we simply write \(\ell_\infty(A)\).

In this note, we exhibit sequences \((A_n)\) of finite dimensional amenable Banach algebras for which the algebra \(\ell_\infty(A_n)\) fails to be (weakly) amenable.

*Supported in part by DGICYT project PB97-0377.
For basic information about the Arens product in the second dual of a Banach algebra the reader can consult [8,9,6]. Here we only recall that, given a bilinear operator \( B : X \times Y \to Z \) acting between Banach spaces, there is a bilinear extension \( B'' : X'' \times Y'' \to Z'' \) given by

\[
B''(x'', y'') = \lim_{x} \lim_{y} B(x, y) \quad (x'' \in X'', y'' \in Y'')
\]

where the iterated limits are taken first for \( y \in Y \) converging to \( y'' \) in the weak* topology of \( Y'' \) and then for \( x \in X \) converging to \( x'' \) in the weak* topology of \( X'' \). The map \( B'' \) is often called the first Arens extension of \( B \); see [1]. In particular, if \( A \) is a Banach algebra, then the bidual space \( A'' \) is always a Banach algebra under the (first) Arens product

\[
a'' \cdot b'' = \lim_{a} \lim_{b} (a \cdot b) \quad (a'', b'' \in A'')
\]

where the iterated limits are taken for \( a \) and \( b \) in \( A \) converging respectively to \( a'' \) and \( b'' \) in the weak* topology of \( A'' \).

Our main result is the following device that allows one to obtain \( A'' \) as a quotient algebra of \( \ell_\infty(A_n) \) if \( A_n \) are nicely placed linear subspaces of \( A \), even if they cannot be embedded as subalgebras in \( A \). We feel that the most remarkable feature of the paper is that we get homomorphisms on \( \ell_\infty(A_n) \) from linear operators on \( A_n \) which are not multiplicative.

**Theorem.** Let \( A_n \) and \( A \) be Banach algebras. Suppose there are linear embeddings \( T_n : A_n \to A \) satisfying:

(a) There is a constant \( M \) such that \( M^{-1} \| f \| \leq \| T_n f \| \leq M \| f \| \) for all \( n \) and every \( f_n \in A_n \).

(b) \( T_{n+1}(A_{n+1}) \) contains \( T_n(A_n) \) and \( \cup_n T_n(A_n) \) is (strongly) dense in \( A \).

(c) Given sequences \( (f_n) \) and \( (g_n) \) in \( \ell_\infty(A_n) \), the sequence \( T_n(f_n) \cdot T_n(g_n) - T_n(f_n \cdot g_n) \) is weakly null in \( A \).

Assume, moreover that

(d) the product \( A \times A \to A \) is jointly weakly continuous on bounded sets; and

(e) \( A' \) is a separable Banach space.

Then there exists a surjective homomorphism from \( \ell_\infty(A_n) \) onto \( A'' \).

So, if \( A'' \) fails to be amenable, then \( \ell_\infty(A_n) \) cannot be amenable, even if all \( A_n \) are. Also, if \( A_n \) are commutative and \( A'' \) is not weakly amenable, then neither is \( \ell_\infty(A_n) \).

Here, we are interested in the case in which \( A_n \) are finite dimensional, but note that if \( A \) satisfies (d) and (e), then the remaining conditions automatically hold for \( A_n = A \) and \( T_n = 1_A \) and we obtain \( A'' \) as a quotient of \( \ell_\infty(A) \).

The proof of the above Theorem uses in a critical way the following result of Aron, Hervés and Valdivia [2]. See [5] for a simpler proof.
Lemma. For a bilinear operator $B : X \times Y \to Z$ the following conditions are equivalent:

(a) $B$ is jointly weakly continuous on bounded sets.

(b) $B$ is jointly weakly uniformly continuous on bounded sets.

(c) $B''$ is jointly weakly* (uniformly) continuous on bounded sets.

Proof of the Theorem. Let $U$ be an ultrafilter on $\mathbb{N}$. Define $\Psi : \ell_\infty(A_n) \to A''$ by $\Psi(f) = \text{weak}^*-\lim_{U(n)} T_n(f_n)$. This definition makes sense because of the weak* compactness of balls in $A''$. Clearly, $\Psi$ is linear and bounded, with $\|\Psi\| \leq \sup_n \|T_n\|$. We show that $\Psi$ is surjective. Take $f'' \in A''$. By (b) and (c) there is a sequence $(f_n)$, with $f_n \in A_n$ such that $T_n(f_n)$ is weakly* convergent to $f''$ in $A''$ and bounded in $A$. By (a) the sequence $(f_n)$ is itself bounded, and taking $f = (f_n)$, it is clear that $\Psi(f) = f''$.

It remains to prove that $\Psi$ is a homomorphism. Take $f, g \in \ell_\infty(A_n)$. Then,

$$
\Psi(f) \cdot \Psi(g) - \Psi(f \cdot g) = \left(\text{weak}^*-\lim_{U(n)} T_n f_n \right) \cdot \left(\text{weak}^*-\lim_{U(n)} T_n g_n \right) - \left(\text{weak}^*-\lim_{U(n)} T_n (f_n \cdot g_n) \right)
$$

$$
= \left(\text{weak}^*-\lim_{U(n)} (T_n f_n \cdot T_n g_n) \right) - \left(\text{weak}^*-\lim_{U(n)} T_n (f_n \cdot g_n) \right)
$$

$$
= \text{weak}^*-\lim_{U(n)} (T_n f_n \cdot T_n g_n - T_n (f_n g_n)) = 0.
$$

This completes the proof.

Construction of the example

Example. A sequence of finite dimensional (hence amenable) Lipschitz algebras $A_n$ such that $\ell_\infty(A_n)$ is not even weakly amenable.

Proof. Let $K$ be a compact metric space with metric $d(\cdot, \cdot)$ and let $0 < \alpha < 1$. Then $\operatorname{Lip}_\alpha(K)$ is the algebra of all complex-valued functions on $K$ for which

$$
\varrho_\alpha(f) = \sup_{x \neq y} \frac{|f(x) - f(y)|}{d(x, y)\alpha}
$$

is finite and $\operatorname{lip}_\alpha(K)$ is the subalgebra of those $f$ such that

$$
\frac{|f(x) - f(y)|}{d(x, y)\alpha} \to 0 \quad \text{as} \quad d(x, y) \to 0.
$$

Both algebras are equipped with the norm $\|f\|_\alpha = \|f\|_\infty + \varrho_\alpha(f)$. Bade, Curtis and Dales proved in [3] that the algebra $\operatorname{lip}_\alpha(K)''$ is isometrically isomorphic to $\operatorname{Lip}_\alpha(K)$ which has point derivations for every infinite $K$ (and, therefore, is not weakly amenable).

Take $A = \operatorname{lip}_\alpha(I)$, where $I = [0, 1]$ has the usual metric. Then the Banach space $A$ turns out to be isomorphic (in the pure linear sense) to $c_0$, the space of all null sequences [7, 15]. This implies that every bilinear operator from $A \times A$ into any Banach space is
jointly weakly continuous on bounded sets [2] and also that $A'$ is separable, which yields (d) and (e).

We now construct the required sequence $A_n$. For each $n$, let $I_n$ be the (finite) subset of $I$ consisting of all points of the form $k/2^n$, for $0 \leq k \leq 2^n$. Put $A_n = \text{lip}_\alpha(I_n)$. Clearly, $A_n$ is amenable for all $n$ since it is isomorphic to the algebra $C(I_n)$.

There is a natural quotient homomorphism $Q_n : A \to A_n$, given by plain restriction. Obviously, $\|Q_n\| = 1$ for all $n$ (this will be used later). Let $T_n : A_n \to A$ be defined as follows: for each $f \in A_n$, $T_n(f)$ is the polygonal interpolating $f$ on $I_n$. Clearly, $T_n$ is a linear operator, although it fails to be multiplicative. Since $Q_n \circ T_n$ is the identity on $A_n$ it is clear that $\|T_n f\| \geq \|f\|$ for all $f \in A_n$.

Moreover, $\|T_n\| = 1$ for all $n$. Clearly, $\|T_n(f)\|_\infty = \|f\|_\infty$, so the point is to show that $\varphi_\alpha(T_n f)$ equals $\varphi_\alpha(f)$. It obviously suffices to see that if $g$ is a polygonal with nodes in $I_n$ then

$$\varphi_\alpha(g) = \sup_{x \neq y} \frac{|g(y) - g(x)|}{|y - x|^\alpha}$$

is attained at some $(x, y) \in I_n \times I_n$. This is an amusing exercise in elementary calculus. The solution appears in [13, chapter III, lemma 3.2, p. 203]. Thus, $T_n$ is an into isometry and (a) holds.

Let us verify (b). Obviously, $T_{n+1}(A_{n+1})$ contains $T_n(A_n)$ for each $n$, so that $\cup_n T_n A_n$ is a (not closed) linear subspace of $\text{lip}_\alpha(I)$. We show that $\cup_n T_n A_n$ is (strongly) dense in $\text{lip}_\alpha(I)$. It clearly suffices to show weak density. We claim that for every $f \in \text{lip}_\alpha(I)$ the sequence $T_n Q_n(f)$ converges weakly to $f$ in $\text{lip}_\alpha(I)$. We need some information about weak convergent sequences in the small space of Lipschitz functions.

Consider the operator $\Phi : \text{lip}_\alpha(I) \to C_0(I^2 \setminus \Delta) \oplus_1 C(I)$ given by $\Phi(f) = (\tilde{f}, f)$, where

$$\tilde{f}(x, y) = \frac{f(y) - f(x)}{|y - x|^\alpha}$$

and $\Delta$ is the diagonal of $I^2$. Clearly, it is an isometric embedding, so that the weak topology in $\text{lip}_\alpha(I)$ is the relative weak topology as a subspace of $C_0(I^2 \setminus \Delta) \oplus_1 C(I)$. On the other hand, weakly null sequences in $C_0(I^2 \setminus \Delta)$ spaces are bounded sequences pointwise convergent to zero. Hence $f_n \to f$ weakly in $\text{lip}_\alpha(I)$ if and only if $(f_n)$ is bounded and $f_n(x) \to f(x)$ for all $x \in I$, and this happens if and only if $(f_n)$ is bounded and $f_n(x) \to f(x)$ for all $x$ in some dense subset of $I$.

But, for $f \in \text{lip}_\alpha(I)$ the sequence $(T_n Q_n(f))$ is bounded (by the norm of $f$) and converges pointwise to $f$ on $\cup_n I_n$. This proves our claim. So, (b) also holds.

It only remains to verify (c). Take $(f_n), (g_n) \in \ell_\infty(A_n)$. Then $T_n(f_n) \cdot T_n(g_n) - T_n(f_n \cdot g_n)$ is weakly null in $A$ if and only if for every ultrafilter $V$ on $\mathbb{N}$ one has

$$\lim_{V(n)} (T_n(f_n) \cdot T_n(g_n) - T_n(f_n \cdot g_n)) = 0$$

in the weak* topology of $A'' = \text{lip}_\alpha(I)$. Take $x \in \cup_n I_n$ and let $\delta_x$ be the associated
evaluation functional. Then,
\[
\langle \text{weak}^* - \lim_{V(n)} T_n(f_n \cdot g_n), \delta_x \rangle = \lim_{V(n)} \langle T_n(f_n \cdot g_n), \delta_x \rangle = \lim_{V(n)} T_n(f_n \cdot g_n)(x) = \lim_{V(n)} (f_n \cdot g_n)(x) = \lim_{V(n)} T_n(f_n(x)g_n(x)) = \lim_{V(n)} f_n(x) \cdot \lim_{V(n)} g_n(x)
\]
so that
\[
\lim_{V(n)} T_n(f_n \cdot g_n) = \left( \lim_{V(n)} T_n(f_n) \right) \cdot \left( \lim_{V(n)} T_n(g_n) \right).
\]
Since the product of $\text{Lip}_Q(I)$ is jointly weakly* continuous on bounded sets, the right hand side of the preceding equation becomes
\[
\text{weak}^* - \lim_{V(n)}(T_n(f_n) \cdot T_n(g_n)),
\]
which completes the proof of (c).

Thus, the Theorem yields a surjective homomorphism $\ell_\infty(A_n) \to A''$, which shows that $\ell_\infty(A_n)$ is not weakly amenable and completes the proof.

Concluding remarks

As the referee pointed out, it is implicit in [14] that there are finite dimensional (hence amenable) $C^*$-algebras $A_n$ for which $\ell_\infty(A_n)$ fails to be amenable. To see this, let $H$ be a separable Hilbert space with a fixed orthonormal basis and let $H_n$ be the subspace spanned by the first $n$ elements of the basis. Write $i_n$ for the obvious inclusion of $H_n$ into $H$ and $\pi_n$ for the obvious projection of $H$ onto $H_n$. Take $A_n = L(H_n)$, the algebra of all operators on $H_n$ and $A = K(H)$, the algebra of all compact operators on $H$. Then $L(H_n)$ embeds isometrically as a subalgebra in $A$ taking $T_n(L) = i_n \circ L \circ \pi_n$. Although (d) fails, it is clear from the proof of the Theorem that $\Psi$ is still an onto operator from $\ell_\infty(L(H_n))$ onto $K(H)'' = L(H)$. Moreover the map $\Phi : L(H) \to \ell_\infty(L(H_n))$ given by $\Phi(T) = (\pi_n \circ T \circ i_n)$ is a right inverse for $\Psi$ and $L(H)$ is thus a complemented subspace of $\ell_\infty(L(H_n))$. This implies that $\ell_\infty(L(H_n))$ lacks the approximation property and cannot be amenable (see [14] and references therein).

Needless to say, our example is far simpler since the existence of point derivations in $\text{Lip}_Q(I)$ is a straightforward consequence of the Banach-Alaoglu theorem.

It follows from the remarks made after the Theorem that if $A$ is $\text{lip}_Q(I)$, then there is a surjective homomorphism from $\ell_\infty(A)$ onto $A''$. Hence $\ell_\infty(A)$ fails to be amenable and the same occurs with any ultrapower $A_V$ (with respect to a non-trivial ultrafilter $V$ on $\mathbb{N}$) since the quotient mapping constructed in the Theorem factorizes throughout the natural homomorphism $\ell_\infty(A) \to A_V$. 
It would be interesting to study Banach algebras which are "super-amenable" in the sense of having amenable ultrapowers. A reasonable conjecture appears to the that $A$ is super-amenable if and only of $A''$ is amenable. Note that, in view of [14, theorem 2.5], the conjecture is true for $C^*$-algebras. See [9] for some (loosely) related results.
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Abstract

Let $G$ be a non-compact locally compact group, $L^1(G)$ be its group algebra, $LUC(G)$ be the space of bounded functions on $G$ which are uniformly continuous with respect to the right uniformity on $G$. Let $L^1(G)^{**}$ be the second conjugate of $L^1(G)$ with the first Arens product and $LUC(G)^*$ be the conjugate of the space $LUC(G)$ with the first Arens-type product. We see how the maximal ideals of $LUC(G)^*$ are related to those of $L^1(G)$, and give examples of weak*—dense maximal ideals in $LUC(G)^*$. For a large class of locally compact groups, we compute the dimension of every right ideal in $LUC(G)^*$ and the dimension of every right ideal in $L^1(G)^{**}$ which is not generated by a right annihilator of $L^1(G)^{**}$. In particular, we see that they are infinite dimensional; a result which was known earlier only for the radicals of these algebras. Finally, we construct new elements in the radicals of $LUC(G)^*$ and $L^1(G)^{**}$.
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1. Introduction

Let $A$ be a real or complex Banach algebra, $A^*$ be its dual and $A^{**}$ be its second dual. The first Arens product is defined in three stages as follows. For every $\mu, \nu \in A^{**}$, $f \in A^*$ and $\phi \in A$, we define $f_{\phi} \in A^*$, $f_\nu \in A^*$ and $\mu \nu \in A^{**}$, respectively, by

$$f_{\phi}(\psi) = f(\phi \psi), \quad \psi \in A,$$

$$f_\nu(\phi) = \nu(f_\phi), \quad \phi \in A,$$

$$\mu \nu(f) = \mu(f_\nu), \quad f \in A^*.$$

When $A^{**}$ is given the weak*—topology, we see that the mapping

$$\mu \mapsto \mu \nu : A^{**} \to A^{**}$$

is continuous for each fixed $\nu \in A^{**}$. It is not difficult to verify that the mapping

$$\nu \mapsto \mu \nu : A^{**} \to A^{**}$$
is also continuous for each fixed \( \mu \in A \subseteq A^{**} \). But, in general, this mapping is not continuous. This product and the second Arens product (which is defined in a similar manner) were introduced about fifty years ago in a more general setting than that of a Banach algebra by Arens in [2] and [3]. But we are concerned in this paper with just the case where \( A \) is the group algebra \( L^1(G) \) with convolution. In general the two products do not coincide. For more details, see [12].

Let \( G \) be a locally compact group with a left Haar measure \( \lambda \) and with a Haar modular function \( \Delta \), and let \( A = L^1(G) \). Note that here

\[
f_\nu(\phi) = \nu(\hat{\phi} * f) \quad \text{for all } \nu \in L^1(G)^{**}, \; f \in L^\infty(G) \text{ and } \phi \in L^1(G),
\]

where \( \hat{\phi}(s) = \Delta(s^{-1})\phi(s^{-1}) \) for \( s \in G \).

The other algebras we are concerned with are \( LUC(G)^* \) and \( WAP(G)^* \) with an Arens-type product. Here \( LUC(G) \) is the space of bounded functions on \( G \) which are uniformly continuous with the respect to the right uniformity on \( G \) (denoted in [19] by \( C_{ru}(G) \)), and \( WAP(G) \) is the space of weakly almost periodic functions on \( G \). Recall from [5] that if \( C(G) \) is the space of all bounded, continuous, complex-valued functions on \( G \) and if for each \( f \in C(G) \) and \( s \in G \), \( f_s \) is the left translate of \( f \) by \( s \) (see below) and \( f_G = \{ f_s : s \in G \} \) then

\[
LUC(G) = \{ f \in C(G) : s \mapsto f_s \text{ is norm continuous} \},
\]

\[
WAP(G) = \{ f \in C(G) : f_G \text{ is relatively weakly compact} \}.
\]

Let \( F \) be either \( LUC(G) \) or \( WAP(G) \). Then the first Arens-type product in \( F^* \) is defined also in three stages: for \( \mu, \nu \in F^* \), \( f \in F \) and \( s \in G \), we define \( f_s \in F \), \( f_\nu \in F \) and \( \mu \nu \in F^* \), respectively, by

\[
f_s(t) = f(st), \quad t \in G,
\]

\[
f_\nu(s) = \nu(f_s), \quad s \in G,
\]

\[
\mu \nu(f) = \mu(f_s), \quad f \in F.
\]

This product is exactly the restriction of the first Arens product to these spaces, see for example [20]. In [19, Page 275], the Banach algebra \( LUC(G)^* \) is described as "a highly legitimate object of study". It is also often less difficult to study first \( LUC(G)^* \) and then transfer the results to \( L^1(G)^{**} \).

We see in the following section how the maximal ideals of \( F^* \) are related to those of \( L^1(G) \). We then give two examples of weak*-dense maximal ideals in \( F^* \).

In the third section, we extend a theorem we proved recently for \( G \) discrete ([13]) to locally compact groups of the form \( \mathbb{R}^n \times H \), where \( H \) is a locally compact group containing a compact, open, normal subgroup \( K \). We show that the dimension of a non-zero right ideal in \( LUC(G)^* \) is \( 2^\kappa \), where \( \kappa = \max\{\omega, |H/K|\} \). Similar result is proved in \( L^1(G)^{**} \) for the right ideals which are not generated by a right annihilator of \( L^1(G)^{**} \).

In the last section, we provide new elements in the radical of each of the algebras \( LUC(G)^* \) and \( L^1(G)^{**} \). In some cases, we do not even assume that \( G \) is amenable.

A main tool used in each section is the \( F \)–compactification \( FG\) of \( G \). This is a semigroup compactification of \( G \) and may be obtained as the maximal ideal space \( FG\) of \( F \), i.e.

\[
FG = \{ x \in F^* : x \neq 0 \text{ and } x(fg) = x(f)x(g) \quad \text{for all } \; f, \; g \in F \}.
\]
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The weak*—topology and the restriction of the product from $F^*$ to $FG$ make $FG$ into a compact right topological semigroup which contains a homeomorphic copy of $G$ as a dense subgroup. We denote by $UG$ and $WG$ the $LUC$— and the $WAP$—compactifications of $G$, respectively. Note that when $G$ is discrete, $LUC(G)$ is the space $\ell_\infty(G)$ of all bounded complex-valued functions on $G$, and so $UG$ is the Stone-Čech compactification $\beta G$ of $G$. Recall also that, in fact, $WG$ is even a compact semitopological semigroup. See [5].

2. On the maximal ideals

The following theorem was proved by Civin in [7] for $L^1(G)^{**}$, where $G$ is a locally compact abelian group, using some heavy harmonic analysis machinery. With the help of a theorem due to Allan [1], we proved the theorem in [9] for $A^{**}$ for any commutative Banach algebra $A$. Below we see that the theorem is also true for $F^*$ when $G$ is abelian.

Theorem 2.1 Let $G$ be a locally compact abelian group, $\hat{G}$ be the character group of $G$ and let $F$ be either $LUC(G)$ or $WAP(G)$. Then a maximal left, right or two-sided ideal $M$ of $F^*$ is either weak*—dense or there exists $\chi \in \hat{G}$ such that $M = \{\mu \in F^* : \mu(\chi) = 0}\}.

Proof: Let $M$ be a maximal left, right or two-sided ideal of $F^*$. First it is easy to see that the weak*—closure $\overline{M}$ of $M$ is a linear subspace of $F^*$. So let $\mu \in \overline{M}$ and $\nu \in F^*$ be arbitrary. Then $\mu$ and $\nu$ are the limits of some nets $(\mu_\alpha)$ in $M$ and $(\nu_\beta)$ in $L^1(G)$, respectively. It follows that if $M$ is a right ideal then $\nu \mu = \lim_\alpha \mu_\alpha \nu_\beta \in \overline{M}$ (remember that the mapping $\mu \mapsto \nu \mu$ is weak*—continuous on $F^*$). Thus $\overline{M}$ is also a right ideal. If $M$ is a left ideal, then $\nu \mu = \lim_\beta \nu_\beta \mu = \lim_\beta \nu_\beta \mu_\alpha \in \overline{M}$ (this is due to the fact that $L^1(G)$ is in the centre of $F^*$). Thus $\overline{M}$ is a left ideal of $F^*$. Since $M$ is maximal, we must have in each case either $\overline{M} = F^*$ and so $M$ is weak*—dense in $F^*$, or $\overline{M} = M$ and so $M$ is weak*—closed. Suppose that $M$ is weak*—closed. Let $L_e = L^1(G) + Ge$. Then $L_e$ is a closed subalgebra of $F^*$, and so by [1], $M \cap L_e$ is a maximal ideal of $L_e$. If $M \cap L_e = L^1(G)$ then $L^1(G) \subseteq M$, which is not possible since $M$ is weak*—closed. It follows, by [21, page 59], that $M \cap L^1(G) = (M \cap L_e) \cap L^1(G)$ is a maximal modular ideal of $L^1(G)$, and so

$$M \cap L^1(G) = \{\mu \in L^1(G) : \mu(\chi) = \int_G \chi(s) d\mu(s) = 0\}$$

for some $\chi \in \hat{G}$. Now as in the proof of Theorem 5.3 in [8], since $\overline{M \cap L^1(G)}$ is a maximal subspace of $F^*$ and $\overline{M \cap L^1(G)} \subseteq \overline{M} = M$, we conclude that

$$M = \overline{M \cap L^1(G)} = \{\mu \in F^* : \mu(\chi) = 0\}.$$

Remark: Two examples of weak*—dense maximal modular left ideal in $L^1(G)^{**}$ were given by Civin in [7]. Later on, Olubummo considered also in [22] these ideals in $\ell_\infty(N)^*$. (These seem to be the only known examples of these type of ideals.) With the help of Lemma 2.2 below, these examples can easily be given in $LUC(G)^*$ and $WAP(G)^*$ as well: in Theorem 2.3 below, one example is obtained by letting $M_e$ as weak*—dense in $M(G)$ (i.e. containing $L^1(G)$) and the second example is obtained by taking $M_e$ as weak*—closed in $M(G)$ (i.e. $M_e = \{\mu \in M(G) : \mu(\chi) = 0\}$ for some $\chi \in \hat{G}$.)

Lemma 2.2 was first proved and used by Civin and Yood in their seminal paper [8] for $G$ discrete and $F = \ell_\infty(G)^*$. For a different proof of the lemma, see [15].
Lemma 2.2 Let $G$ be a locally compact group. Let $F = \text{LUC}(G)$ or $\text{WAP}(G)$, and
\[ C_0(G)^\perp = \{\nu \in F^* : \nu(f) = 0 \text{ for all } f \in C_0(G)\}. \]
Then $C_0(G)^\perp$ is a weak$^*$-closed two-sided ideal of $F^*$ and $F^* = M(G) \oplus C_0(G)^\perp$.

Proof: Let $FG$ be the $F-$compactification of $G$. The Gelfand mapping $f \mapsto \bar{f}$, where
\[ \bar{f}(x) = x(f) \text{ for } x \in FG \text{ and } f \in F, \]
gives $F = C(FG)$. Hence $F^* = C(FG)^*$ by the mapping $\mu \mapsto \tilde{\mu}$, where
\[ \tilde{\mu}(\bar{f}) = \mu(f) \text{ for } \mu \in F^* \text{ and } f \in F, \]
and so the Riesz representation theorem gives $F^* = M(FG)$. For $\mu \in F^*$, we use the same
letter (i.e. $\mu$) to denote the corresponding elements in $C(FG)^*$ and $M(FG)$. Since $G$ is
open in $FG$, we may define, for each $\mu \in F^*$, $\mu_c$ and $\mu_*$ in $F^*$ by
\[ \mu_c(B) = \mu(B \cap G) \text{ and } \mu_*(B) = \mu(B \cap (FG \setminus G)) \]
for all Borel subsets $B$ of $FG$. Then clearly we have $\mu = \mu_c + \mu_*$. Furthermore, if $\mu \in M(G) \cap C_0(G)^\perp$, then $\||\mu|| = |\mu|(1) = |\mu|(FG) = |\mu|(G) + |\mu|(FG \setminus G) = 0 + 0 = 0$. So
\[ M(G) \cap C_0(G)^\perp = \{0\}. \]
So $F^*$ is the algebraic direct sum of $M(G)$ and $C_0(G)^\perp$. Since $M(G)$ and $C_0(G)^\perp$ are
norm-closed in $F^*$, this is a topological direct sum. Next we show that $C_0(G)^\perp$ is a two-
sided ideal in $F^*$. Let $\mu \in F^*$, $\nu \in C_0(G)^\perp$, and $f \in C_0(G)$. Then $f_{s}(s) = \nu(f_{s}) = 0$ for
all $s \in G$ since $f_{s}$ is also in $C_0(G)$. Hence $\mu \nu(f) = 0$, and so $\mu \nu \in C_0(G)^\perp$. To show that
$C_0(G)^\perp$ is a right ideal, it is clearly enough to show that $f_{\mu}$ is in $C_0(G)$ when $f$ has a
compact support $K$. Since $f_{s} \in C_0(G)$, for each $s \in G$, we may regard $\mu$ as an element of
$M(G)$ (by taking its restriction to $C_0(G)$). Let $(\mu_{n})$ be a sequence of measures in $M(G)$,
such that each $\mu_{n}$ has a compact support $K_{n}$ and $\||\mu_{n} - \mu|| \to 0$. Then, for each $n$,
\[ f_{\mu,n}(s) = \int_{K_{n}} f(st)d\mu(t) = 0 \text{ if } s \notin KK_{n}^{-1}, \]
and so $f_{\mu,n} \in C_0(G)$. Therefore $f_{\mu} \in C_0(G)$ since $(f_{\mu,n})$ converges to $f_{\mu}$ uniformly on $G$,
as required.

Theorem 2.3 Let $G$ be a locally compact abelian group, and $F = \text{LUC}(G)$ or $\text{WAP}(G)$. Let $M_{c}$ be a maximal ideal of $M(G)$. Then $M_{c} \oplus C_0(G)^\perp$ is a weak$^*$-dense maximal ideal of $F^*$. Furthermore, if $M$ is a maximal ideal of $F^*$ and $C_0(G)^\perp \subseteq M$, then $M = M_{c} \oplus C_0(G)^\perp$ for some maximal ideal $M_{c}$ of $M(G)$.

Proof: With the help of Lemma 2.2, $M_{c} \oplus C_0(G)^\perp$ is clearly an ideal in $F^*$ whenever $M_{c}$ is
an ideal of $M(G)$.

We prove first the second statement. Let $M$ be a maximal left, right or two-sided ideal
of $F^*$ which contains $C_0(G)^\perp$. Then by [1], $M_{c} = M \cap M(G)$ is a maximal ideal of $M(G)$.
Moreover, take $\mu \in M$, and write by Lemma 2.1, $\mu = \mu_1 + \mu_*$ with $\mu \in M(G)$ and $\mu_* \in C_0(G)$. Then since $C_0(G)^\perp \subseteq M$, we have $\mu_1 = \mu - \mu_* \in M \cap M(G) = M_\epsilon$. In other words, $M \subseteq M_\epsilon \oplus C_0(G)^\perp$. Thus $M = M_\epsilon \oplus C_0(G)^\perp$.

To show in the first statement that $M_\epsilon \oplus C_0(G)^\perp$ is weak*-dense in $F^*$, it is enough to notice that its closure contains $\{\mu \in F^* : \mu(\chi) = 0\}$. To show that it is maximal, let $M$ be a left, right (or a two sided) ideal of $F^*$ such that $M_\epsilon \oplus C_0(G)^\perp \subseteq M$. Then $C_0(G)^\perp \subseteq M$, and so by what we have just proved, $M = (M \cap M(G)) \oplus C_0(G)^\perp$. The proof is complete with the remark that $M_\epsilon = M \cap M(G)$.

3. On the dimension of right ideals

An element $\mu$ in $LUC(G)^*$, is said to be left invariant if

$$\mu(f_s) = \mu(f)$$

for all $f \in LUC(G)$ and $s \in G$.

A element $\mu$ in $L^1(G)^{**}$ is said to be topologically left invariant if

$$\mu(\phi * f) = \left( \int_G \phi(s)d\lambda(s) \right) \mu(f)$$

for all $\phi \in L^1(G)$ and $f \in L^\infty(G)$.

Recall that ‘topologically left invariant’ implies ‘left invariant’, but not conversely. When $LUC(G)^*$, or equivalently $L^1(G)^{**}$, has a non-zero left invariant element, we say that $G$ is amenable. Abelian groups and groups of polynomial growth are among many other examples of amenable groups. But the free group $F_2$ is not amenable. For all these notions see [5], [17] or [23]. Recall that $\mu \in L^1(G)^{**}$ is a right annihilator of $L^1(G)^{**}$ if it satisfies $L^1(G)^{**}\mu = \{0\}$. Using the (topologically) left invariant elements and the representations of $G$, we proved in [10] that finite-dimensional left ideals exist in $M(G)$ and $L^1(G)$ if and only if $G$ is compact; they exist in $LUC(G)^*$ if and only if $G$ is amenable; and those which are not generated by right annihilators of $L^1(G)^{**}$ exist in $L^1(G)^{**}$ if and only if $G$ is amenable. However, in [11], the right ideals in $LUC(G)^*$ and the right ideals in $L^1(G)^{**}$, which are not generated by right annihilators of $L^1(G)^{**}$, were shown to be all of infinite dimension when $G$ is an infinite discrete group, or a non-compact locally compact abelian group. Recently, we have managed to calculate the dimension of the non-zero right ideals when $G$ is discrete. It is $2^{2|\mathcal{G}|}$ (see [13]). This was achieved with the help of the so-called t-sets or thin sets in $G$. These are subsets $V$ of $G$ which satisfy $sV \cap tV$ is finite whenever $s \neq t$ in $G$. In the following theorem, we calculate the dimension of the right ideals in $LUC(G)^*$ and $L^1(G)^{**}$ for a larger class of locally compact groups.

**Theorem 3.1** Let $G$ be a non-compact, locally compact group of the form $G = \mathbb{R}^n \times H$, where $H$ is a locally compact group containing a compact, open, normal subgroup $K$. Every non-zero right ideal in $LUC(G)^*$ has dimension $2^{\kappa+1}$, where $\kappa = \max\{\omega, |H/K|\}$.

**Proof:** We proceed first as in [14]. Let $UG$ be the $LUC$—compactification of $G$. Let $H/K$ be the discrete quotient group (the elements of $H/K$ are the right cosets $K$s), let $S = \mathbb{Z}^n \times H/K$ and let $\psi : \mathbb{Z}^n \times H \to S$ be the quotient mapping. Extend $\psi$ to a continuous homomorphism (denoted also by the same letter) $\psi : U(\mathbb{Z}^n \times H) \to \beta S$. Since $LUC(\mathbb{Z}^n \times H) = LUC(G)_{\mathbb{Z}^n \times H}$ (see [5, Theorem 5.1.11]), we may identify $U(\mathbb{Z}^n \times H)$
and \( \mathbb{Z}^n \times H \) and so we have \( \psi : \mathbb{Z}^n \times H \to \beta S \). By [6] (or see [13]), let \( V \) be a \( t \)-set in \( S \) of the same cardinality as \( S \), i.e. \( |V| = \max \{ \omega, |H/K| \} \). Then by [13] each point in \( V \) is right cancellative in \( \beta S \) (i.e. \( yx = zx \) whenever \( y \neq z \) in \( \beta S \)) and \( (\beta S a_1) \cap (\beta S a_2) = \emptyset \) whenever \( a_1 \) and \( a_2 \) are two distinct points in \( \beta S \). Let \( X \) be the subset of \( UG \setminus G \) formed by taking, for each \( a \in V \setminus V \), one element from \( K \psi^{-1}(a) \). Then \( X \) contains as many points as \( V \setminus V \), i.e. \( 2^{2^n} \) where \( \kappa = \max \{ \omega, |H/K| \} \). Furthermore, by [14], each point in \( X \) is right cancellative in \( UG \) and \( (UG)x_1 \cap (UG)x_2 = \emptyset \) whenever \( x_1 \) and \( x_2 \) are distinct points in \( X \).

Now we proceed as in [11]. Let \( \mu \in LUC(G)^*, \mu \neq 0 \). With the Gelfand mapping and the Riesz representation theorem, we regard \( \mu \) as a Borel measure on \( UG \), and so we may talk about its support \( \text{supp}(\mu) \). Then by [11], \( \text{supp}(\mu x) = \text{supp}(\mu)x \) for each \( x \) in \( V \) since \( x \) right cancellative in \( UG \). This implies first that \( \mu x \neq 0 \) for each \( x \in X \), and secondly that the elements \( \mu x \), where \( x \in X \), have mutually disjoint supports in \( UG \) since \( (UG)x_1 \cap (UG)x_2 = \emptyset \) whenever \( x_1 \) and \( x_2 \) are distinct in \( X \). Accordingly if \( R \) is a right ideal in \( LUC(G)^* \) and \( \mu \) a non-zero element in \( R \) then \( \{\mu x : x \in X\} \) is a set of \( 2^{2^n} \) linearly independent elements of \( R \), where \( \kappa = \max \{ \omega, |H/K| \} \), and so the proof is complete.

**Theorem 3.2** Let \( G \) be a non-compact locally compact group as in Theorem 3.1. Then every right ideal in \( L^1(G)^{**} \) containing an element which is not a right annihilator of \( L^1(G)^{**} \) has dimension \( 2^{2^n} \).

**Proof**: Since \( LUC(G) \) is norm-closed in \( L^\infty(G) \), we may consider the natural map \( \phi : L^1(G)^{**} \to LUC(G)^* \) defined by

\[
\phi(\mu)(f) = \mu(f) \quad \text{for all} \quad \mu \in L^1(G)^{**} \text{ and } f \in LUC(G).
\]

It follows that if \( R \) is a right ideal in \( L^1(G)^{**} \) then \( \phi(R) \) is a right ideal in \( LUC(G)^* \). Since an element \( \mu \in L^1(G)^{**} \) is a right annihilator of \( L^1(G)^{**} \) if and only if \( \mu(f) = 0 \) for all \( f \in LUC(G) \) ([16]), it follows from our assumption that \( R \) contains an element such that \( \mu(f) \neq 0 \) for some \( f \in LUC(G) \). Accordingly, \( \phi(\mu)(f) = \mu(f) \neq 0 \) and so \( \phi(R) \) is a non-zero right ideal of \( LUC(G)^* \). The theorem follows now from Theorem 3.1.

**Corollary 3.3** Let \( G \) be as in Theorem 3.1 but not necessarily amenable. Then the dimension of the radical of \( LUC(G)^* \) is either 0 or \( 2^{2^n} \).

4. The radical of \( LUC(G)^* \)

The first elements which were found in the radicals of \( L^1(G)^{**} \) and \( LUC(G)^* \) were the topologically left invariant elements with \( \mu(1) = 0 \) when \( G \) is amenable. Then the right annihilators of \( L^1(G)^{**} \) were proved to be in the radical of \( L^1(G)^{**} \) when \( G \) is not discrete group and not necessarily amenable. So in each of these cases the algebras \( L^1(G)^{**} \) and \( LUC(G)^* \) are not semisimple. For more details and references, see [23] or [12]. In this section, we find new elements in the radicals of \( LUC(G)^* \) and \( L^1(G)^{**} \). This answers further questions 3 and 4 asked by Gulick in [18].

A representation \( U \) of \( G \) is a homomorphism of \( G \) into the group \( GL(H) \) of bounded invertible operators on a Hilbert space \( H \) such that the function \( s \mapsto U(s)\xi : G \to H \)
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is continuous for each $\xi \in H$. The coefficient functions are defined on $G$, for every pair of vectors $\xi$ and $\eta$ in $H$, by $u_{\xi\eta}(s) = \langle U(s)\xi, \eta \rangle$. We say that $U$ is integrable when $u_{\xi\eta} \in L^1(G)$ for some non-zero vectors $\xi$ and $\eta$ in $H$. Recall also from [5] that a function $f$ in $C(G)$ is almost periodic if $f_G = \{f_s : s \in G\}$ is relatively norm-compact; let $AP(G)$ be the space of all such functions.

**Proposition 4.1** Suppose that $G$ is not compact and amenable. Let $\mu$ be a non-zero left invariant element in $LUC(G)^*$ with $\mu(1) = 0$, and let $U : G \to GL(H)$ be a finite-dimensional representation. Let $\mu_{\xi\eta}$ be defined by

$$\mu_{\xi\eta}(f) = \mu(u_{\xi\eta}f) \quad \text{for all } f \in LUC(G).$$

Then $\mu_{\xi\eta}$ is in the radical of $LUC(G)^*$.

Proof: We show that $(LUC(G)^*'\mu_{\xi\eta})^2 = \{0\}$. Let $V$ be the anti-representation of $LUC(G)^*$ related to $U^{-1}$, that is

$$\langle V(\nu)\xi, \eta \rangle = \nu(\langle U^{-1}(.)\xi, \eta \rangle) \quad \text{for all } \xi, \eta \in H \text{ and } \nu \in LUC(G)^*.$$

Then, by [4, Lemma 2], $\nu_{\mu_{\xi\eta}} = \mu_{V(\nu)*_{\eta}}$ for every $\nu \in LUC(G)^*$ where $V(\nu)^*$ is the adjoint of $V(\nu)$. So it is enough to show that $\mu_{\xi\eta}\mu_{\xi\eta'} = 0$ for all $\eta' \in H$. By the same lemma, $\mu_{\xi\eta}\mu_{\xi\eta'} = \mu_{V(\nu)*_{\eta'}}$, with

$$\langle V(\mu_{\xi\eta})\eta', \eta'' \rangle = \mu_{\xi\eta}(\langle U^{-1}(.)\eta', \eta'' \rangle) = \mu(u_{\xi\eta} < \eta', U(.)\eta'' >) = \mu_{\eta\eta'}(u_{\eta\eta'})$$

But since there is a unique (up to a multiplicative constant) left invariant element in $AP(G)^*$, and since $\mu(1) = 0$, we have $\mu(f) = 0$ for all $f \in AP(G)$. In particular,

$$\mu(u_{\xi\eta} < \eta', \eta'') = 0 \quad \text{since } u_{\xi\eta} < \eta', \eta'' > \in AP(G)$$

(that $u_{\xi\eta} \in AP(G)$ is easy to check or see for example [5]). Therefore

$$\langle V(\mu_{\xi\eta})\eta', \eta'' \rangle = 0 \quad \text{for all } \eta', \eta'' \in H,$$

and so $V(\mu_{\xi\eta}) = 0$, and accordingly $\mu_{\xi\eta}\mu_{\xi\eta'} = 0$, as required.

**Proposition 4.2** Suppose that $G$ is not compact and amenable. Let $\mu_{\xi\eta}$ be as defined in Proposition 4.1 but with $\mu$ as topologically left invariant. Then $\mu_{\xi\eta}$ is in the radical of $L^1(G)^{**}$.

Proof: The proof is similar to the previous one.

**Proposition 4.3** Let $G$ be a non-compact locally compact group (and not necessarily amenable such as the special linear group $SL(2, \mathbb{R})$). Let $\lambda$ be the left Haar measure on $G$ and let $U : G \to GL(H)$ be an integrable representation. Let $\lambda_{\xi\eta}$ be as defined in Proposition 4.1, i.e.

$$\lambda_{\xi\eta}(f) = \lambda(u_{\xi\eta}f) = \int_G u_{\xi\eta}(s)f(s)d\lambda(s) \quad \text{for all } f \in LUC(G).$$

Then for every $\nu \in C_0(G)^+$, $\mu_{\xi\eta}\nu$ and $\nu\mu_{\xi\eta}$ are contained in the radical of $LUC(G)^*$.
Proof: By [4, Proposition 2], \( \frac{d}{\xi, \eta} \mu_{\xi \eta} \) is a minimal idempotent in \( LUC(G)^* \); in fact,

\[
\mu_{\xi \eta} \nu \mu_{\xi \eta} = d^{-1} < V(\nu) \xi, \eta > \mu_{\xi \eta} \quad \text{for all} \quad \nu \in LUC(G)^*,
\]

where \( d \) is the formal dimension of \( U \). Since by Lemma 2.2, \( C_0(G)^\perp \) is a two-sided ideal of \( LUC(G)^* \) and \( L^1(G) \cap C_0(G)^\perp = \{0\} \), we must have \( < V(\nu) \xi, \eta > = 0 \) and so \( \mu_{\xi \eta} \nu \mu_{\xi \eta} = 0 \) for every \( \nu \in C_0(G)^\perp \). Using again the fact that \( C_0(G)^\perp \) is a two-sided ideal of \( LUC(G)^* \), we deduce that

\[
(LUC(G)^* \nu \mu_{\xi \eta})^2 = (LUC(G)^* \mu_{\xi \eta} \nu)^2 = \{0\}.
\]

Thus \( \mu_{\xi \nu} \) and \( \nu \mu_{\xi} \) are contained in the radical.

Remark: Of course we are interested above in the cases when \( \nu \mu_{\xi \eta} \) and \( \mu_{\xi \eta} \nu \) are not trivial. For the elements \( \nu \in C_0(G)^\perp \) for which \( \nu \mu_{\xi \eta} \neq 0 \) and \( \mu_{\xi \eta} \nu \neq 0 \) see [4, Propositions 3 and 4].

The author is indebted to the referee for bringing to his attention references [15] and [20].
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Abstract
This work is concerned with the study of the aggregate of all stochastic processes which are continuous in probability, over various parameter spaces. The collection of all such random functions on compact space forms a Fréchet algebra. Our main objective is to study the closed ideals in this algebra and to relate these closed ideals to their hulls.
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1. Introduction

The notion of a stochastic process which is continuous in probability (stochastically continuous in [11]) arises in numerous contexts in probability theory [2,4,5,11,15]. Indeed, the Poisson process is continuous in probability, and this notion plays a role in the study of its generalizations and, from a broader point of view, in the theory of processes with independent increments [11]. For instance, the work of X. Fernique [9] on random right-continuous functions with left-hand limits (so-called cadlag functions) involves continuity in probability in an essential way.

The study of processes continuous in probability as a generalization of the notion of a continuous function began with the approximation theorems of K. Fan [7] (cf. [5], Theorems VI.III.III and VI.III.IV) and D. Dugué ([5], Theorem VI.III.V) on the unit interval. These results were generalized to convex domains in higher dimensions in [12], where the problem of describing all compact sets in the complex plane on which every random function continuous in probability can be uniformly approximated in probability by random polynomials was raised. This problem, as well as the corresponding question for rational approximation, were taken up in [1]. Along with some stimulating examples, the authors of [1] prove, under the natural assumptions appearing below, that random polynomial approximation holds over Jordan curves and the closures of Jordan domains.

In this note we study the space of functions continuous in probability over a general topological space and develop the analogue of the space $C(K)$ for $K$ compact. This space has the structure of a Fréchet algebra. We investigate the closed ideals of this algebra and then introduce the notion of a stochastic uniform algebra.
Just as in the deterministic, classical case, there are natural stochastic uniform algebras defined by the appropriate concept of random approximation. We shall highlight some results from [3] which show that random polynomial approximation in the plane obtains for a very large class of compact sets. For instance, if $K$ is a compact set with the property that every continuous function on $\partial K$ can be uniformly approximated by rational functions, then every function continuous in probability on $K$ (with respect to a nonatomic measure) and random holomorphic on the interior of $K$ can be uniformly approximated in probability by random polynomials.

2. Stochastic Continuity and Convergence

Consider a fixed, nonatomic, complete probability space $(\Omega, \mathcal{A}, P)$ and an index set $T$, which we take to be any topological space for the moment. We wish to study complex-valued stochastic processes $\varphi = \varphi(t) = \varphi(t, \omega)$, which, given the point of view of the current work, we may call random functions on $T$ or functions on $T \times \Omega$. Identify functions $\varphi$ and $\psi$ if for every $t \in T$, $\varphi(t) = \psi(s)$ a.s. Denote by $C(T)$ the space of all continuous, complex-valued functions on $T$, equipped as usual with the topology of uniform convergence on compact sets.

Let $T$ be a class of complex-valued functions on $T$. Assume that for almost all $\omega \in \Omega$, $\varphi(\cdot, \omega) \in T$, and for all $t \in T$, $\varphi(t, \cdot)$ is $\mathcal{A}$-measurable. Then $\varphi$ is called a random element of $T$. Thus one speaks of random continuous functions or random polynomials.

The stochastic process $\varphi$ on $T$ is said to be continuous in probability at $t \in T$ if for every $\varepsilon > 0$ there is a neighborhood $V$ of $t$ in $T$ such that $P[|\varphi(s) - \varphi(t)| \geq \varepsilon] < \varepsilon$ for all $s \in V$. If $\varphi$ is continuous in probability at every $t \in T$, then $\varphi$ is called continuous in probability on $T$ (or on $T \times \Omega$). It is easy to see, using the sequential definition of continuity, that every random continuous function on a metric space is continuous in probability. Easy examples show that this is not true if the space is not metric. The converse is also false [1]. The space of all (equivalence classes of) functions on $T$ continuous in probability with respect to $P$ is a module over the space $L^0(P) = L^0(\Omega, \mathcal{A}, P)$ of $(P$-equivalence classes of) $\mathcal{A}$-measurable functions.

If $T$ is a metric space, then the function $\varphi$ is called uniformly continuous in probability on $T$ if it is continuous in probability on $T$ and for a given $\varepsilon > 0$, the neighborhoods $V$ above can all be taken to be balls $B(t, \delta)$ for some $\delta > 0$. If $T$ is compact and metric, then any function continuous in probability on $T$ is uniformly continuous in probability.

Of course, continuity in measure could be introduced over any measure space. One should note, however, that no real increase in generality ensues from moving to that setting, at least if one assumes that the given measure $\mu$ is $\sigma$-finite. For in that case, there is a probability measure $P$ such that $\mu$ and $P$ are mutually absolutely continuous. The notions of continuity with respect to $\mu$ and $P$ will then coincide.

We shall say that $\varphi$ is locally bounded if for each $t \in T$ there is a neighborhood $V$ of $t$ such that $\varphi(V \times \Omega)$ is bounded.

Let $\varphi_n$, $n = 1, 2, \ldots$ and $\varphi$ be random functions on $T$. We say $\varphi_n$ converges uniformly in probability to $\varphi$ if given $\varepsilon > 0$, there exists $N > 0$ such that $P[|\varphi_n(t) - \varphi(t)| \geq \varepsilon] < \varepsilon$ for all $t \in T$ and $n \geq N$. If $\mathcal{F}$ is a family of functions on $T$ and $\varphi$ is a process on $T$, we shall say that $\varphi$ can be approximated by random elements of $\mathcal{F}$ if there is a sequence of
random elements of $\mathcal{F}$ converging uniformly in probability to $\varphi$.

From the point of view of operators, the concepts introduced above can be understood as follows. For the details, see [3], Sec. 2.

Recall that a Hausdorff space $S$ is called a $k$–space if every set in $S$ which intersects every compact set of $S$ in a closed set is itself closed. The class of $k$-spaces includes all locally compact spaces and all spaces that satisfy the first countability axiom, hence all metric spaces. This is the appropriate setting for the Ascoli-Arzela Theorem ([13], Chap. 7). If $X$ and $Y$ are locally convex topological vector spaces, an operator $T : X \to Y$ is called completely continuous if it maps weakly compact sets in $X$ into strongly compact sets in $Y$.

Let $\varphi$ be a locally bounded random function on the space $S$. For $f \in L^1(\Omega, P)$ and $s \in S$, set

$$T_\varphi f (s) = E [\varphi (s, \cdot)f] = \int_\Omega \varphi (s, \omega)f (\omega) dP (\omega). \quad (1)$$

2.1. Theorem

Let $\varphi$ be a locally bounded random function on $S$.

(i) If $\varphi$ is continuous in probability on $S$, then $T_\varphi f$ is continuous on $S$ for every $f \in L^1(\Omega, P)$, and $T_\varphi$ is a continuous operator from $L^1(\Omega, P)$ to $C(S)$.

(ii) If $S$ is a $k$–space, then $\varphi$ is continuous in probability on $S$ if and only if $T_\varphi$ is a completely continuous operator from $L^1(\Omega, P)$ to $C(S)$.

2.2. Corollary

For $S$ compact, the map $\varphi \mapsto T_\varphi$ defines a one-to-one linear map from the space of bounded functions continuous in probability on $S \times \Omega$ onto the space of completely continuous operators $T : L^1(\Omega, P) \to C(S)$.

2.3. Theorem

Let $\varphi_n$, $n \geq 1$, and $\varphi$ be continuous in probability on $S$ and uniformly bounded. Then $\varphi_n$ converges uniformly in probability to $\varphi$ if and only if for any weakly compact subset $W$ in $L^1(\Omega, P)$,

$$\lim_{n \to \infty} \sup_{f \in W} \sup_{t \in T} |T_{\varphi_n} f (t) - T_\varphi f (t)| = 0. \quad (2)$$

3. The Space $C_p(T)$ and its Ideal Structure

In this section we introduce the analogue appropriate to the current context of the algebra $C(T)$ for $T$ compact and study its ideal structure. We shall introduce stochastic versions of the notions of hull and kernel familiar from the classical theory.

As is well known, the topology of convergence in probability in the space $L^0(\Omega, A, P)$ is metrizable. Namely, the following are two metrics for this topology:

$$d_0(f, g) = \int_\Omega \min[|f - g|, 1] dP \quad (3)$$

$$d'_0(f, g) = \int_\Omega \frac{|f - g|}{1 + |f - g|} dP \quad (4)$$
When $T$ is compact, let us employ (3) to define a metric on the space of random functions continuous in probability on $T$ in the natural way, as follows.

Let $T$ be compact, and denote by $C_P(T)$ the space of all functions on $T \times \Omega$ that are continuous in probability on $T$. Equivalently, $C_P(T)$ is the space of continuous maps from $T$ into $L^0(P)$. For $\varphi, \psi \in C_P(T)$, set

$$d(\varphi, \psi) = \sup_{t \in T} d_0(\varphi(t), \psi(t)) = \sup_{t \in T} \int_{\Omega} \min(|\varphi(t) - \psi(t)|, 1) \, dP.$$  \hfill (5)

Then $d$ is a metric on $C_P(T)$,

$$\sup_{t \in T} P[|\varphi(t) - \psi(t)| \geq \varepsilon] < \varepsilon \text{ whenever } d(\varphi, \psi) < \varepsilon^2,$$  \hfill (6)

and

$$d(\varphi, \psi) < 2\varepsilon \text{ whenever } \sup_{t \in T} P[|\varphi(t) - \psi(t)| \geq \varepsilon] < \varepsilon.$$

Since $L^0(P)$ is a Fréchet algebra under $d_0$, elementary arguments show that $C_P(T)$, equipped with the metric $d$, is a Fréchet algebra. Moreover, if $\varphi, \psi \in C_P(T)$ such that $|\psi(t)| \geq \alpha > 0$ a.s. for some $\alpha$ and all $t \in T$, then $\varphi/\psi \in C_P(T)$.

Note that there are also several natural stochastic analogues of classical algebras of continuous functions defined on more general spaces $T$. Here are three.

On any space $T$ we may define $C_P(T)$ to be all functions continuous in probability on $T$, with the topology of uniform convergence in probability over all compact subsets of $T$. This will then be a complete topological algebra. As in the deterministic case, it is most naturally considered when $T$ is locally compact and will be a Fréchet algebra when $T$ is $\sigma$-compact.

For $T$ locally compact, one can define the analogue of $C_0(T)$. Namely, a random function $\varphi$ is in $C^0_P(T)$ if it is continuous in probability on $T$ and for every $\varepsilon > 0$ there exists a compact set $K$ such that $P[|\varphi(t)| \geq \varepsilon] < \varepsilon$ for all $t \notin K$.

A random function $\varphi$ on $T$ is called stochastically bounded if given $\varepsilon > 0$, there exists $M > 0$ such that $P[|\varphi(t)| > M] < \varepsilon$, $t \in T$. For any space $T$ one can consider the algebra $C^0_P(T)$ of all stochastically bounded functions continuous in probability on $T$, in the topology of uniform convergence in probability. It is then natural to ask, in case $T$ is completely regular, whether there is an analogue of the Stone-Čech compactification in this context.

We now proceed to study the topological ideal theory of the spaces $C_P(T)$ defined at the outset; in the sequel $T$ will always be assumed compact.

Let $I$ be a closed ideal in $C_P(T)$. For $t \in T$, let

$$Z_I(t) = \{Z \in A : f(t) \equiv 0 \text{ a.s. on } Z \forall f \in I\}.$$  \hfill (8)

If $Z_n \in Z_I(t)$ such that $P(Z_n)$ increases to

$$\alpha_I(t) = \sup \{P(Z) : Z \in Z_I(t)\},$$  \hfill (9)

then clearly $Z_I(t) = Z_1 \cup Z_2 \cup \cdots \in Z_I(t)$ and $P(Z_I(t)) = \alpha_I(t)$. It is easy to see that up to null sets, $Z_I(t)$ is the unique set satisfying this condition. Thus let

$$Z_I = \{(t, \omega) : \omega \in Z_I(t), \ t \in T\}.$$  \hfill (10)

The set $Z_I$ will be called the hull of $I$. 

3.1. Lemma

Let $I$ be a closed ideal in $\mathcal{C}_p(T)$. For each $t \in T$ there exists $\varphi \in I$ such that $\varphi(t) \neq 0$ a.s. on $Z_I(t)^c$

Proof. First note that given $B \subseteq Z_I(t)^c$ such that $P(B) > 0$, there exists $\varphi_B \in I$ such that $\varphi_B(t)$ does not vanish a.s. on $B$. Replacing $\varphi_B$ by the element

$$\frac{|\varphi_B|^2}{1+|\varphi_B|^2} = \frac{\overline{\varphi_B}}{1+|\varphi_B|^2} \varphi_B,$$

we see that for all $B \subseteq Z_I(t)^c$ with $P(B) > 0$, there exists $\varphi_B \in I$ such that $0 \leq \varphi_B \leq 1$ and $P([\varphi_B(t) > 0] \cap B) > 0$. Let

$$\mathcal{B} = \{B \subseteq Z_I(t) : \exists \varphi \in I, 0 \leq \varphi \leq 1, \varphi(t) > 0 \text{ a.s. on } B\}.$$ (12)

Let $\beta = \sup\{P(B) : B \in \mathcal{B}\}$, choose $\{B_n\} \subseteq \mathcal{B}$ with $P(B_n) \nearrow \beta$, and for each $n$ pick $\varphi_n \in I$ such that $0 \leq \varphi_n \leq 1$ and $\varphi_n(t) > 0$ a.s. on $B_n$. Let $\varphi = \sum_{n=1}^{\infty} 2^{-n} \varphi_n$. Since $I$ is closed $\varphi \in I$. We have $0 \leq \varphi \leq 1$, $\varphi(t) > 0$ on $B = \bigcup_{n=1}^{\infty} B_n$, and $P(B) = \beta$.

If $\beta < 1 - \alpha_I(t)$, let $B' = (Z_I(t) \cup B)^c$ and choose $\varphi_{B'}$ as above. Setting $\varphi' = (\varphi + \varphi_{B'})/2$, we obtain a contradiction to the definition of $\beta$.

Let $A(t) \subseteq A$, $t \in T$. The family $\{A(t)\}_{t \in T}$ will be called upper semicontinuous at $t$ if for every $\varepsilon > 0$ there is a neighborhood $U$ of $t$ such that $P(A(s) \setminus A(t)) < \varepsilon$ for all $s \in U$. Call $\{A(t)\}_{t \in T}$ upper semicontinuous if it is upper semicontinuous at every $t \in T$. We call $\{A(t)\}_{t \in T}$ sequentially lower semicontinuous at $t$ if for any sequence $t_n \to t$,

$$\liminf_{n \to \infty} A(t_n) = \bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} A(t_k) \subseteq A(t).$$ (13)

Let $A$ be a subset of $T \times \Omega$ such that

$$A(t) = \{\omega : (t, \omega) \in A\} \subseteq A, \ t \in T.$$ (14)

For convenience we shall call $A$ upper semicontinuous [sequentially lower semicontinuous] if $\{A(t)\}_{t \in T}$ is upper semicontinuous [sequentially lower semicontinuous].

3.2. Proposition

For any closed ideal $I$ in $\mathcal{C}_p(T)$ and $t \in T$, $Z_I$ is upper semicontinuous at $t$. If $T$ is metrizable, then $Z_I$ is sequentially lower semicontinuous at $t$.

Proof. Given $t \in T$ and $\varepsilon > 0$, let $\varphi \in I$ such that $\varphi(t) \neq 0$ a.s. on $Z_I(t)^c$. Choose $\alpha > 0$ such that $P[0 < |\varphi(t)| \leq \alpha] < \varepsilon$, and let $U$ be a neighborhood of $t$ such that $P[|\varphi(s) - \varphi(t)| \geq \alpha/2] < \varepsilon$, $s \in U$. If $|\varphi(t)| > \alpha$ and $|\varphi(s) - \varphi(t)| < \alpha/2$, then

$$|\varphi(s) - \varphi(t)| \geq |\varphi(s)| - |\varphi(s) - \varphi(t)| > \alpha/2.$$ (15)

Thus for $s \in U$,

$$P(A(s) \setminus A(t)) \leq P[0 < |\varphi(t)| \leq \alpha] + P[|\varphi(s) - \varphi(t)| \geq \alpha/2] < 2\varepsilon.$$ (16)
The second assertion follows easily from the first.

Let \( Z \) be an \( \mathcal{A} \)-valued function on \( T \). Set

\[
I_Z = \{ \varphi \in \mathcal{C}_P(T) : \varphi(t) = 0 \text{ a.s. on } Z(t), \ t \in T \}. \tag{17}
\]

Then \( I_Z \) is easily seen to be a closed ideal in \( \mathcal{C}_P(T) \). This ideal will be called the kernel \( Z \).

We are now in a position to state our main result on ideal theory in \( \mathcal{C}_P(T) \). Namely, at least when \( T \) has finite dimension, we shall show that as in the deterministic case, there is a natural bijection between closed ideals in \( \mathcal{C}_P(T) \) and their hulls.

Recall that a topological space \( S \) is said to be of dimension \( N \) if \( N + 1 \) is the least integer \( m \) such that every open cover \( \mathcal{U} \) of \( S \) has a refinement \( \mathcal{V} \) with the property that the number of elements of \( \mathcal{V} \) containing any point of \( S \) is at most \( m \). In particular, \( \mathbb{R}^n \) has dimension \( n \), and any closed subset of \( \mathbb{R}^n \) with void interior has dimension at most \( n - 1 \). For a survey of dimension theory, see [8].

3.3. Theorem

If \( Z \) is an \( \mathcal{A} \)-valued function on \( T \), then \( Z_I \) is upper semicontinuous and \( Z_{I_z}(t) \supset Z(t) \) a.s., \( t \in T \). If \( I \) is a closed ideal in \( \mathcal{C}_P(T) \), then \( I_Z \supset I \), and equality holds if \( T \) is finite dimensional.

Proof. Clearly \( Z_{I_z}(t) \supset Z(t) \) a.s., \( t \in T \), and \( I_{Z_t} \supset I \). Proposition 3.2 says \( Z_{I_z} \) is upper semicontinuous.

Suppose now that \( T \) has dimension \( N < \infty \), and let \( \varphi \in I_{Z_t} \). Given \( t \in T \) and \( \varepsilon > 0 \), use Lemma 3.1 to choose \( f \in I \) such that \( f(t) \neq 0 \) a.s. on \( Z_I(t) \). If

\[
f_n = \frac{n|f|^2}{1 + n|f|^2},
\]

then \( f \in I \) and

\[
\lim_{n \to \infty} f_n(t) = \chi_{Z_I(t)} \text{ a.s.} \tag{19}
\]

Since \( \varphi \in I_{Z_t} \),

\[
\lim_{n \to \infty} f_n(t)\varphi(t) = \chi_{Z_I(t)}\varphi(t) = \varphi(t) \text{ a.s.} \tag{20}
\]

Thus choose \( g_n = f_n \) for some \( n \) so that

\[
d_0(g_n(t)\varphi(t), \varphi(t)) < \frac{\varepsilon}{2}. \tag{21}
\]

By continuity, there is a neighborhood \( U_t \) of \( t \) such that

\[
d_0(g_n(s)\varphi(s), \varphi(s)) < \varepsilon, \quad s \in U_t. \tag{22}
\]

Let \( \mathcal{V} = \{ V_1, \ldots, V_n \} \) be an open subcover of \( \{ U_t : t \in T \} \) for which \( \text{card}\{ j : t \in V_j \} \leq N + 1 \), \( t \in T \), and choose a partition of unity \( \alpha_1, \ldots, \alpha_n \in C(T) \) subordinate to \( \mathcal{V} \) with \( 0 \leq \alpha_j \leq 1 \). For \( 1 \leq j \leq n \), let \( t_j \in T \) such that \( V_j \subset U_{t_j} \), and set

\[
\psi = \sum_{j=1}^{n} \alpha_j g_{t_j} \varphi. \tag{23}
\]
If \( p, q \in L^0(P) \) and \( 0 < c \leq 1 \), then \( d_0(cp, cq) \leq d_0(p, q) \). Hence

\[
d_0(\psi(t), \varphi(t)) = \int_\Omega \min \left\{ \sum_{j=1}^{n} \alpha_j(t) \left( g_{i_j}(t) - 1 \right) \varphi(t), 1 \right\} dP
\]

\[
\leq \int_\Omega \min \left\{ \sum_{j=1}^{n} \alpha_j(t) \left| g_{i_j}(t) - 1 \right| \varphi(t), 1 \right\} dP
\]

\[
\leq \int_\Omega \sum_{j=1}^{n} \min \left\{ \alpha_j(t) \left| g_{i_j}(t) - 1 \right| \varphi(t), 1 \right\} dP
\]

\[
\leq \sum_{\{j: \alpha_j(t) \neq 0\}} d_0 \left( g_{i_j}(t) \varphi(t), \varphi(t) \right)
\]

\[
< (N + 1)\varepsilon.
\]

Thus \( d(\psi, \varphi) < (N + 1)\varepsilon \). Since \( I \) is closed, the proof is complete.

We conjecture that equality holds in the first containment relation of Theorem 3.3 if \( Z \) is assumed upper semicontinuous. This would then tell us that an \( A \)-valued function on \( T \) is the hull of a closed ideal if and only if it is upper semicontinuous. This equality can be proven under various further hypotheses on \( Z \), but the general case is subtle.

4. Stochastic Uniform Algebras

In this section we summarize some results from [3] on closed subalgebras of \( C_p(T) \) for \( T \) in the plane. As indicated by these results, stochastic analogues of classical examples may differ from their deterministic forerunners.

Let \( A \) be a closed subalgebra of \( C_p(T) \). We say that \( A \) separates points of \( T \) if for all distinct \( t_1, t_2 \in T \) there exists \( \varphi \in A \) such that \( P[\varphi(t_1) \neq \varphi(t_2)] > 0 \). A stochastic uniform algebra is a closed subalgebra of some \( C_p(T) \) which contains the constant functions on \( T \times \Omega \) and separates points of \( T \). If \( A \) contains \( L^0(P) \), considered as the algebra of random constant functions on \( T \), we may call \( A \) full.

As examples, for \( T \) a compact set in \( C \), consider the following analogues of classical uniform algebras. Let \( A_p(T) \) be the closure in \( C_p(T) \) of all functions which are random holomorphic functions on the interior of \( T \). Denote the closure in \( C_p(T) \) of all random polynomials on \( T \) by \( P_p(T) \), and let \( R_p(T) \) be the closure in \( C_p(T) \) of all random rational functions on \( T \) with poles in \( T^c \). There are obvious extensions of these algebras to algebras of functions of several complex variables.

A compact subset \( T \) of \( C \) is called a stochastic Mergelyan set if \( P_p(T) = A_p(T) \). That is, \( T \) is a stochastic Mergelyan set if every function in \( C_p(T) \) which is a random holomorphic function on \( T^c \) can be approximated by random polynomials. There are stochastic Mergelyan sets with a great variety of characteristics, as the following results show.

4.1. Theorem

Let \( \varphi \in A_p(T) \). If the restriction of \( \varphi \) to the boundary \( \partial T \) is in \( P_p(\partial T) \), then \( \varphi \in P_p(T) \). Thus if \( \partial T \) is a stochastic Mergelyan set, then so is \( T \).
In the classical setting, the Mergelyan sets \((\mathcal{P}(T) = \mathcal{A}(T))\) are those with connected complement, while the Vitushkin sets \((\mathcal{R}(T) = \mathcal{A}(T))\) are much more plentiful [16,17] (cf. [10], Chap. 5, [18]). For instance, if \(T^c\) has finitely many components, \(T\) has planar measure 0, or \(T\) is the boundary of a Vitushkin set, then \(T\) is a Vitushkin set. In the stochastic context, however, we have the following theorem.

4.2. **Theorem**

*If \(\partial T\) is a Vitushkin set, then \(T\) is a stochastic Mergelyan set.*

In conclusion, note that in a similar fashion one can study various noncommutative stochastic continuity algebras. For instance, given a Banach algebra \(A\), the algebra \(\mathcal{C}_p(T; A)\) of all functions continuous in probability on \(T\) with values in \(A\) is a Fréchet algebra. If \(X\) is a Banach space, consider the algebra \(\mathcal{L}_p(X)\) of all linear maps of \(X\) to itself that are continuous in probability.

**REFERENCES**

This page intentionally left blank
Hilbert space methods in the theory of Lie triple systems

A. J. Calderón Martín a * and C. Martín González b

*Supported by the PCI of the Spanish Junta de Andalucía 'Estudio analítico-algebraico de sistemas triples y de pares en diferentes clases de estructuras no asociativas', by the AECI under the project 'Estructuras algebraicas asociativas y no asociativas', by the PAI of the Spanish Junta de Andalucía with project number FQM-0125 and by the Spanish DGICYT with project number PB97-1497

a Departamento de Matemáticas, Universidad de Cádiz, 11510 Puerto Real, Cádiz, Spain

b Departamento de Algebra, Geometría y Topología, Universidad de Málaga, Apartado 59, 29080 Málaga, Spain

To Professor Manuel Valdivia on the occasion of his seventieth birthday.

Abstract

In [1], Lister introduced the concept of Lie triple system and classified the finite-dimensional simple Lie triple system over an algebraically closed field of characteristic zero. However, the classification in the infinite-dimensional case is still an open problem. In order to study infinite-dimensional Lie triple systems, we introduce in this paper the notion of two-graded $L^\ast$-algebra and $L^\ast$-triple. We obtain a structure theory of infinite-dimensional two-graded $L^\ast$-algebras, and we also establish some results about $L^\ast$-triples, as a classification of $L^\ast$-triples admitting a two-graded $L^\ast$-algebra envelope, their relation with $L^\ast$-subtriples of $A^\ast$, for a ternary $H^\ast$-algebra $A$, and the structure of direct limits of certain systems of $L^\ast$-triples. As a tool, we develop a complete theory of direct limits of ternary $H^\ast$-structures.
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1. On the structure of two-graded $L^\ast$-algebras

Let $K$ be a unitary commutative ring. A two-graded $K$-algebra $A$ is a $K$-algebra which splits into the direct sum $A = A_0 \oplus A_1$ of $K$-submodules (called the even and the odd part respectively) satisfying $A_\alpha A_\beta \subset A_{\alpha + \beta}$ for all $\alpha, \beta$ in $\mathbb{Z}_2$. If $A$ is a two-graded algebra, its underlying algebra (forgetting the grading) will be denoted by $Un(A)$. A homomorphism $f$ between two-graded algebras $A$ and $B$ is a homomorphism from $Un(A)$ to $Un(B)$ which preserves gradings i.e.:

$$f(A_\alpha) \subset B_\alpha$$
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for all \( \alpha \in \mathbb{Z}_2 \). The definitions of epimorphism, monomorphism and isomorphism of two-graded algebras are the obvious ones and the same applies to the notions of subalgebras and ideals in graded sense. If \( H_1 \) and \( H_2 \) are Hilbert spaces with scalar products \( \langle \cdot | \cdot \rangle_i \), \( i = 1, 2 \) and \( f : H_1 \to H_2 \) a linear map such that

\[
(f(x) f(y))_2 = k(x | y)_1
\]

for any \( x, y \in H_1 \) and \( k \) a positive real number, then we will say that \( f \) is a \( k \)-isogenic map.

We recall that an \( H^* \)-algebra \( A \) over \( \mathbb{C} \) is a nonassociative \( \mathbb{C} \)-algebra provided with:

1. A conjugate-linear map \( * : A \to A \) such that \( (x^*)^* = x \) and
   \[
   (xy)^* = y^* x^*
   \]
   for any \( x, y \in A \). Then \( * \) is called an involution of the algebra \( A \).

2. A complex Hilbert space structure whose inner product is denoted by \( \langle \cdot | \cdot \rangle \) and satisfies
   \[
   (xy)z = (xzy^*) = (yz^* x)
   \]
   for all \( x, y, z \in A \).

A two-graded \( H^* \)-algebra, is an \( H^* \)-algebra which is a two-graded algebra whose even and odd part are selfadjoint closed orthogonal subspaces. We call the two-graded \( H^* \)-algebra \( A \), topologically simple if \( A^2 \neq 0 \) and \( A \) has no nontrivial closed two-graded ideals. In the sequel an \( L^* \)-algebra will mean a Lie \( H^* \)-algebra. The classification of topologically simple \( L^* \)-algebras is given in the separable case by Schue (see [2], [3]) and later in the general case in [4] (see also [5] for an alternative approach). Following [6, Proposition 1] it is easy to prove that any two-graded \( H^* \)-algebra \( A \) with continuous involution splits into the orthogonal direct sum \( A = \text{Ann}(A) \perp L(A^2) \), where \( \text{Ann}(A) := \{ x \in A : xA = Ax = 0 \} \), and \( L(A^2) \) is the closure of the vector span of \( A^2 \), which turns out to be a two-graded \( H^* \)-algebra with zero annihilator. Moreover, each two-graded \( H^* \)-algebra \( A \) with zero annihilator satisfies \( A = \bigcap I_{\alpha} \) where \( \{ I_{\alpha} \}_{\alpha} \) denotes the family of (two-graded) minimal closed ideals of \( A \), each of them being a topologically simple two-graded \( H^* \)-algebra. This reduces the study of this two-graded algebras to the study of the topologically simple ones.

As in [1, Theorem 2.13], we have two possibilities for any topologically simple (in graded sense) two-graded \( H^* \)-algebra \( A 

(a) \( A \) is isomorphic to an orthogonal direct sum \( B \perp B \) where \( B \) is a topologically simple \( H^* \)-algebra with \( A_0 = B \perp \{ 0 \} \), \( A_1 = \{ 0 \} \perp B \), and the product and involution are given by \( (a_0, a_1)(b_0, b_1) = (a_0 b_0 + a_1 b_1, a_0 b_1 + a_1 b_0) \) and \( (a_0, a_1)^* = (a^*_0, a^*_1) \), let observe that in this case, \( A \) is not topologically simple in ungraded sense.

(b) \( A \) is topologically simple as ungraded \( H^* \)-algebra.

This dichotomy reduces the study of topologically simple two-graded \( H^* \)-algebras to the study of 2-gradings of topologically simple \( H^* \)-algebras. But this is only a matter of involutive antiautomorphism since if \( A \) is a nonassociative two-graded \( H^* \)-algebra, then
Hilbert space methods in the theory of Lie triple systems

\[ g(x_0 + x_1) = x_0 - x_1 \] defines an isometry \( g \in \text{Aut}(A) \), commuting with the involution \( * \), satisfying \( g^2 = \text{Id} \) and such that \( A_0 = \text{Sym}(A, g) \) and \( A_1 = \text{Skw}(A, g) \). Reciprocally every \( * \)-preserving involutive automorphism (necessarily isometric by [7]) induces a grading on any \( H^* \)-algebra. So, the problem on the classification of topologically simple two-graded \( L^* \)-algebras reduces to the determination of the involutive \( * \)-automorphisms of topologically simple \( L^* \)-algebras. These automorphisms can be found following Balachandran’s techniques of [8, §5, 1235-1237]. Thus we can claim:

**Theorem 1.1** If \( V \) is an infinite-dimensional complex topologically simple two-graded \( L^* \)-algebra, then \( V \) is isometrically \( * \)-isomorphic to some of the following ones:

1. \( L \perp L \) with \( L \) a complex topologically simple \( L^* \)-algebra, even part \( L \perp \{0\} \perp L \), involution \( (a, b)^* : = (a^*, b^*) \), product
   \[ [(a, b), (c, d)] := ([a, c] + [b, d], [a, d] + [b, c]) \]
   and inner product \( ((a, b))(c, d)) : = (a|c) + (b|d) \) for arbitrary \( a, b, c, d \in L \).

2. \( A^- \) with \( A \) an associative two-graded \( H^* \)-algebra which is topologically simple in ungraded sense.

3. \( A^- \) with \( A \) an associative topologically simple \( H^* \)-algebra, even part \( \text{Skw}(A, \sigma) \), odd part \( \text{Sym}(A, \sigma) \), and \( \sigma \) being an involutive \( * \)-antiautomorphism of \( A \).

4. \( \text{Skw}(A, \tau) \) with \( A \) an associative two-graded \( H^* \)-algebra (topologically simple in ungraded sense), and \( \tau \) an involutive \( * \)-antiautomorphism of the two-graded algebra \( A \).

2. Previous results on \( L^* \)-triples

Let \( T \) be a vector space over \( \mathbb{C} \). We say that \( T \) is a complex triple system if it is endowed with a trilinear map \( < \cdot , \cdot , \cdot > \) from \( T \times T \times T \) onto \( T \), called the triple product of \( T \).

A triple system \( T \) is called a Lie triple system if its triple product, denoted by \( [\cdot , \cdot , \cdot ] \), satisfies

- \( [x, x, z] = 0 \)
- \( [x, y, z] + [y, x, z] + [z, x, y] = 0 \)
- \( [x, y, [a, b, c]] - [a, b, [x, y, c]] = [[x, y, a], b, c] + [a, [x, y, b], c] \)

for any \( x, y, a, b, c \in T \).

We define an \( H^* \)-triple system as a complex triple system \( (T, < \cdot , \cdot , \cdot >) \) provided with:

1. A conjugate-linear map \( * : T \to T \) such that \( (x^*)^* = x \) and
   \[ < x, y, z >^* = < x^*, y^*, z^* > \]
   for any \( x, y, z \in T \). Then we say that \( * \) is an involution of \( T \).
2. A complex Hilbert space structure whose inner product is denoted by $(\cdot|\cdot)$ and satisfies
\[(<x,y,z>|t) = (x|<t,z^*,y^*>) = (y|<z^*,t,x^*>) = (z|<y^*,x^*,t>)\]
for any $x, y, z, t \in T$. This identities are called $H^*$-identities.

The annihilator of an $H^*$-triple system $T$ with triple product $<\cdot,\cdot,\cdot>$ is the ideal of all elements $x \in T$ such that $<x, T, T> = 0$, we shall denote it $\text{Ann}(T)$. We also say that $T$ is topologically simple when $<T, T, T> \neq 0$ and its only closed ideals are 0 and $T$.

The structure theorems for $H^*$-triples systems given in [9] reduce the interest on $H^*$-triple systems to the topologically simple case.

In the sequel an $L^*$-triple will mean a Lie $H^*$-triple system.

**EXAMPLES.**
1. Any closed subspace $S$ of Hilbert-Schmidt operators on a Hilbert space $H$, such that $S^2 = S$, being $T$ the adjoint operator, and $[S, S, S] \subseteq S$ is an $L^*$-triple.
2. If $L$ is an $L^*$-algebra, then it can be considered as an $L^*$-triple by defining the triple product $[x, y, z] = [[x, y], z]$ for any $x, y, z \in L$, and the same involution and inner product.
3. For any two-graded $L^*$-algebra, $L = L_0 \perp L_1$, its odd part $L_1$ with the triple product as above is an $L^*$-triple with the involution and inner product induced by the ones in $L$.

Last example leads us to introduce the following definition, If $T$ is an $L^*$-triple isometrically *-isomorphic to the $L^*$-triple $L_1$ for some two-graded $L^*$-algebra $L$, we shall say that $L$ is a two-graded $L^*$-algebra envelope of $T$ if $L_0 := \{L_1, L_1\}$.

If $T$ is an $L^*$-triple with two-graded $L^*$-algebra envelope $L = [T, T] \perp T$, then $\text{Ann}(T) = 0$ if and only if $\text{Ann}(L) = 0$. Indeed, if $T$ has zero annihilator and $x \in \text{Ann}(L)$, then $x = x_0 + x_1$ with $x_0 \in \text{Ann}(L)$ for $\alpha = 0, 1$. Consequently $[x_1, T, T] = 0$ and $x_1 \in \text{Ann}(T) = 0$. Thus $x = x_0$ is of the form $x = \sum_i [a_i, b_i]$ with $a_i, b_i \in T$ and then
\[||x||^2 = \sum_i (x|[a_i, b_i]) = \sum_i ([x, b_i^*]a_i) = 0\]
therefore $\text{Ann}(L) = 0$. Conversely if $\text{Ann}(L) = 0$ and $x \in \text{Ann}(T)$, then $[x, [T, T]] = 0$ by the Jacobi identity. This implies that $x \in \text{Ann}(L) = 0$ hence $x = 0$. It is also easy to check that if $T$ is an $L^*$-triple with two-graded $L^*$-algebra envelope $L$, then $T$ is topologically simple if and only if $L$ is topologically simple in graded sense.

As a consequence of the next proposition we have the uniqueness of the $L^*$-algebra envelope (when it exists) of an $L^*$-triple of zero annihilator.

**Proposition 2.1** Let $T_1$ and $T_2$ be $L^*$-triples with zero annihilator and consider an isometric *-monomorphism $f : T_1 \rightarrow T_2$. Let $L_1$ and $L_2$ be two-graded $L^*$-algebra envelopes of $T_1$ and $T_2$ respectively. Then there is a unique isometric *-monomorphism $F : L_1 \rightarrow L_2$ of two-graded algebras extending $f$.

**Proof.** As $L_i = [T_i, T_i] \perp T_i$ (for $i = 1, 2$), we can define first
\[F : [T_1, T_1] \perp T_1 \rightarrow L_2\]
by writing $F(x) := f(x)$ for all $x \in T_1$ and $F(\sum_j [x_j, y_j]) := \sum_j [f(x_j), f(y_j)]$ for arbitrary $x_j, y_j \in T_1$. The definition is correct since if $\sum_j [x_j, y_j] = 0$, then denoting $z := \sum_j [f(x_j), f(y_j)]$ we have

$$\|z\|^2 = (\sum_j [f(x_j), f(y_j)] \sum_k [f(x_k), f(y_k)]) =$$

$$= \sum_j (f(x_j) \sum_k [f(x_k), f(y_k)]) = \sum_j (f(x_j) \sum_k [x_k, y_k, y_j]) =$$

$$= \sum_j (x_j \sum_k [x_k, y_k, y_j]) = \sum_j ([x_j, y_j] \sum_k [x_k, y_k]) = 0$$

hence $z = 0$. The fact that $F$ is a $*$-monomorphism is easy to check and its isometric character is a consequence of the $L^*$ conditions and of the isometric character of $f$. Next we can extend $F$ to the whole $L_1$ by continuity turning out that this extension is an isometric $*$-monomorphism of two-graded $L^*$-algebras as we wanted to prove. □

3. On the structure of $L^*$-triples

Respect to the finite dimensional case, we want to prove that any simple finite-dimensional real or complex Lie triple system is in fact an $L^*$-triple system. We use Lie algebra envelopes to prove this, but the reader is invited to consider also the ideas in [10].

Proposition 3.1 Let $L$ be a semisimple finite-dimensional complex two-graded Lie algebra. Then $L$ admits a two-graded $L^*$-algebra structure. Let $T$ be a semisimple finite-dimensional Lie triple system over $\mathbb{R}$ or $\mathbb{C}$. Then it has an $L^*$-triple structure.

Proof. As $L$ is a semisimple and finite-dimensional complex Lie algebra it has a basis \{ $v_1, \ldots, v_n$ \} such that the real vector space

$$V_0 = \{ \sum_{i=1}^n r_i v_i : r_i \in \mathbb{R}, n \in \mathbb{N} \}$$

is a real form of $L$ (see [11, Theorem 2, p.124]). From this fact we deduce applying [12, Théorème 3, 11-11] that $L$ has a compact real form, and then by [12, Théorème 2, 11-09], $L$ has a Weyl basis.

Let us denote by $H$ the Cartan subalgebra associated to the Weyl basis mentioned and let $E_\alpha \neq 0$ be the element of $L_\alpha$ (root space of $L$ associated to $\alpha$) that is in the Weyl basis. Let $B$ denote the Killing form of $L$ and $\sigma$ the map described in [12, item 3 of Théorème 2, 11-09]. We have then that the inner product $\langle x | y \rangle := -B(x, \sigma(y))$ and the involution $* = -\sigma$ endow $L$ with an $H^*$-algebra structure. Next, we have to prove that $L$ is a two-graded $L^*$-algebra. Let $G : L \to L$ denote the grading automorphism $G(x_0 + x_1) = x_0 - x_1$, by [12, 16] there is an automorphism $A$ of $L$ such that: (1) $A = \phi^{-1}G\phi$, (2) $\phi$ is an inner automorphism of $L$, (3) $A(H) \subset H$, and (4) $A(E_\alpha) = \pm E_{\alpha'}$ where $\alpha \mapsto \alpha'$ is a permutation in the set of roots of $L$.

Therefore there is an isomorphism of two-graded algebras between $L = L_0 \oplus L_1$ and the two-graded Lie algebra $L = L'_0 \oplus L'_1$ such that $L_0' := \text{Sym}(L, A)$, and $L_1' := \text{Skw}(L, A)$. It
is obvious that \( A \circ \sigma = \sigma \circ A \), then \((L'_\alpha)^* = L'_\alpha\) for all \( \alpha = 0,1 \) and \( L'_0 \perp L'_1 \). Summarizing, we have proved that \( L \) is isomorphic as a two-graded algebra to a two-graded \( L^* \)-algebra hence \( L \) itself admits a two-graded \( L^* \)-algebra structure.

For further references we shall call this the standard two-graded \( L^* \)-algebra structure of \( L \).

Suppose now that \( T \) is a semisimple finite-dimensional complex Lie triple system. Then there is a semisimple two-graded Lie algebra \( L \) whose odd part \( L_1 \), (with the triple product \([a, b, c]\)), agrees with \( T \), so \( L \) admits a two-graded \( L^* \)-algebra structure and therefore \( T \) admits an \( L^* \)-triple structure. The real cases of both assertions in the proposition are consequences of [13, Theorem 3, p.70]. □

Respect to the infinite dimensional \( L^* \)-triples, the previous classification of the topologically simple two-graded \( L^* \)-algebras given in Theorem 1.1 implies the next result:

**Theorem 3.1** Let \( T \) be an infinite dimensional topologically simple \( L^* \)-triple admitting a two-graded \( L^* \)-envelope, then \( T \) is some of the following:

1. The \( L^* \)-triple associated to an \( L^* \)-algebra \( L \) by defining the triple product \([a, b, c] := [[a, b], c] \) and the same involution and inner product of \( L \).
2. Skw\((A, \tau)\) with \( A \) a topologically simple associative \( H^* \)-algebra, \( \tau \) an involutive \(*\)-automorphism of \( A \), the involution and inner products induced by the ones in \( A \), and the triple product as in the previous case.
3. Sym\((A, \sigma)\) with \( A \) as in the previous case but now \( \sigma \) is an involutive \(*\)-antiautomorphism, and the triple product, involution and inner product induced by the ones in \( A \).
4. Skw\((A, \tau) \cap \text{Skw}(A, \sigma)\) with \( A \) as before, \( \tau \) an involutive \(*\)-antiautomorphism, \( \sigma \) an involutive \(*\)-automorphism such that \( \sigma \tau = \tau \sigma \), and the involution and inner product induced by the ones in \( A \).

Last theorem classifies any infinite dimensional topologically simple \( L^* \)-triple admitting a two-graded \( L^* \)-envelope. However, the problem on the existence of \( L^* \)-algebra envelopes is still open. In the following results, we are going to describe some classes of \( L^* \)-triples admitting a two-graded \( L^* \)-envelope, and then these are classified by the last theorem.

Let \( A \) be a \( \mathbb{C} \)-vector space provided with a trilinear mapping

\[
<< \cdot, \cdot, \cdot >> : A \times A \times A \to A
\]

such that

\[
<< x, y, z >, t, u >> = << x, < y, z, t >, u >> = << x, y, < z, t, u >>
\]

for all \( x, y, z, t, u \in A \). Then \( A \) is called a complex ternary algebra.

We define a ternary \( H^* \)-algebra as a complex ternary algebra \((A, << \cdot, \cdot, \cdot >>)\) provided with:
1. A conjugate-linear map \( * : A \rightarrow A \) such that \((x^*)^* = x\) for any \( x, y, z \in A \). Then we say that \( * \) is an involution of \( A \).

2. A complex Hilbert space structure whose inner product is denoted by \((\cdot | \cdot)\) and satisfies

\[
(x | y, z) = (x | (z^*, y^*)^*) = (y | (x^*, z^*)^*) = (z | y^*, x^*, t) \]

for any \( x, y, z, t \in A \).

If \((A, <\cdot, \cdot, \cdot>)\) is a ternary \( H^* \)-algebra, then the triple systems \( A^- \) with triple product

\[
[x, y, z] = <x, y, z> - <y, x, z> + <z, y, x>
\]

and \( A^+ \) with triple product \( \{x, y, z\} = <x, y, z> + <z, y, x> \) and same involution and Hilbert space as \( A \) are respectively an \( L^* \)-triple and a Jordan \( H^* \)-triple system, (see [13] for definition of Jordan \( H^* \)-triple system).

**Theorem 3.2** If \( T \) is an \( L^* \)-subtriple of \( A^- \) for a topologically simple ternary \( H^* \)-algebra \( A \), then \( T \) has a two-graded \( L^* \)-algebra envelope.

**Proof.** From the classification of topologically simple ternary \( H^* \)-algebras (in the complex case) of [14, Main Theorem, p.226], one see that there is an associative topologically simple two-graded \( H^* \)-algebra \( B = B_0 \perp B_1 \) (see [6] for classification theorems) such that \( A \) is the ternary \( H^* \)-algebra associated to \( B_1 \) (with triple product \( <xyz> = xyz \) for all \( x, y, z \in B_1 \)). Let \( L = L_0 \perp L_1 \) be the two-graded \( L^* \)-subalgebra of \( B^- \) generated by \( T \). It is easy to prove that \( L_1 = T \) and \( L_0 = [T, T] \) hence the topologically simpleness of \( T \) implies that of \( L \) (recall section 2). \( \square \)

We have also prove in [15] the next

**Theorem 3.3** Let \((T, [\cdot, \cdot, \cdot])\) be an infinite dimensional topologically simple \( L^* \)-triple. Write \( U \) an associative algebra such that

\[
[x, y, z] = xyz - yxz - zyx + zyx
\]

for any \( x, y, z \in T \). If \( xyx \in T \) for every \( x, y \in T \), then \( T \) has a two-graded \( L^* \)-algebra envelope.

In order to prove that the direct limit of certain systems of finite dimensional Lie triple systems is a topologically simple \( L^* \)-triple that admits a two-graded \( L^* \)-algebra envelope, we first need to study the direct limits of ternary \( H^* \)-structures.
4. Direct limits of ternary $H^*$-structures

Let $(I, \leq)$ be a direct set and $\{T_i\}_{i \in I}$ a family of $H^*$-triple systems such that for $i \leq j$ there exists an isometric $\ast$-monomorphism $e_{ij} : T_i \rightarrow T_j$ satisfying $e_{jk}e_{ik} = e_{jk}$ and $e_{ii} = \text{Id}$ for all $i, j, k \in I$ with $k \leq i \leq j$. Suppose furthermore that there exists a positive real number $h$ such that for any $i \in I$ we have:

1. $\|x^*\|_i \leq h\|x\|_i$, $x \in T_i$.
2. $\|<x,y,z>\|_i \leq h\|x\|_i \cdot \|y\|_i \cdot \|z\|_i$ for every $x, y, z \in T_i$.

Then we shall say that $S := \{(T_i)_{i \in I}, \{e_{ij}\}_{i \leq j}\}$ is a direct system of $H^*$-triple systems.

Given $S$ we define a direct limit, $\lim S$, as a couple $(T, \{e_i\}_{i \in I})$ where $T$ is an $H^*$-triple system, $e_i : T_i \rightarrow T$ is an isometric $\ast$-monomorphism that satisfies $e_i = e_je_{ji}$ and $(T, \{e_i\}_{i \in I})$ is universal for this property in the sense that if $(B, \{t_i\}_{i \in I})$ is another such couple, then there exists a unique isometric $\ast$-monomorphism $\theta : T \rightarrow B$ such that $t_i = \theta e_i$, $i \in I$. It is clear that if a direct limit exists, then it is unique up to isometric $\ast$-isomorphism.

Let $S = \{(T_i)_{i \in I}, \{e_{ij}\}_{i \leq j}\}$ be a direct system of $H^*$-triple systems, let $\mathcal{U}$ be an ultrafilter on $I$, containing the intervals $[i, \rightarrow)$, and let $\prod_{i \in I}^\mathcal{U}$ be the ultraproduct of $\{T_i\}_{i \in I}$ respect to $\mathcal{U}$, that is, the set of equivalence classes modulo the relation $(x_i) \equiv (y_i)$ if and only if $\{i \in I : x_i = y_i\} \in \mathcal{U}$. Then, $\prod_{i \in I}^\mathcal{U}$ becomes a triple system with involution, endowed with the algebraic operations and involution induced in the quotient by the componetwise operations.

We define $W$ as the triple subsystem with involution of $\prod_{i \in I}^\mathcal{U}$ whose elements are the equivalence classes $[(x_i)]$ such that there exists $i_0 \in I$, $x_{i_0} \in T_{i_0}$, satisfying $\{i \in I : x_i = e_{i_0}(x_{i_0})\} \in \mathcal{U}$.

We can define an inner product in $W$. Observe that $[(x_i)], [(y_i)] \in W$ implies the existence of $x_{i_0}, y_{i_0}$ in some $T_{i_0}$ so that $\{i \in I : x_i = e_{i_0}(x_{i_0})\}$ and $\{i \in I : y_i = e_{i_0}(y_{i_0})\}$ belong to $\mathcal{U}$, then let us define $[(x_i)][(y_i)] := (x_{i_0}|y_{i_0})$. We note that all these definitions are independent of the chosen representatives in each class and of the choice of $x_{i_0}$ and $y_{i_0}$.

Now we can define an $H^*$-triple system, denoted by $T$, as the completion of $W$, the algebraic operations, involution and inner product are extended to $T$ by continuity.

For all $i \in I$, we define $e_i : T_i \rightarrow T$ as $e_i(x_i) := [(y_j)]$ where $y_j = e_{ji}(x_i)$ if $j \geq i$ and $y_j = 0$ in other cases. We have that $(T, \{e_i\}_{i \in I}) = \lim S$. The conditions $e_je_{ji} = e_i$ and the universal property of the direct limit are easy to check. As consequence, $T = \bigcup_{i \in I} e_i(T_i)$.

**Theorem 4.1** Let $S = \{(T_i)_{i \in I}, \{e_{ij}\}_{i \leq j}\}$ be a direct system of simple finite-dimensional $H^*$-triple systems. Then $T = \lim S$ is a topologically simple $H^*$-triple system.

**Proof.** Define $W := \bigcup_{i \in I} e_i(T_i)$, then $W$ is dense in $T$ and we have $[W, W, W] = W$, implying $[T, T, T] = T$. It follows from the first structure theorem for $H^*$-triple systems.
[9, section 1] that Ann($T$) = 0. Let $J$ be a minimal closed ideal and $\pi : T \rightarrow J$, $\pi_i : e_i(T_i) \rightarrow J$, $i \in I$ orthogonal projections. If $\pi_i \neq 0$ since $T_i$ is simple then $\pi_i$ is *-isogenic monomorphism [16, Corollary 5]. If $i \leq j$ the fact that $\pi_j e_j e_{ji} = \pi_i e_i$ give us that $\pi_i$ and $\pi_j$ have the same isogenic constant $M$.

If $x, y \in \bigcup_{i \in I^*} e_i(T_i) = \bigcup_{i \in I} e_i(T_i)$, $I^* = \{i \in I : \pi_i \neq 0\}$, then $(\pi(x)\pi(y)) = M(x|y)$, and this is also true for arbitrary $x, y \in T$ by continuity, consequently $\pi$ is a *-isomorphism and then $T$ is topologically simple. □

Clearly, the construction of the direct limit and Theorem 4.1 hold if we consider ternary $H^*$-algebras instead of $H^*$-triple systems.

The proof of the next theorem is immediate

**Theorem 4.2** Let $S = (\{T_i\}_{i \in I}, \{e_{ji}\}_{i \leq j})$ be a direct system of ternary $H^*$-algebras, then

(a) $S^- = (\{T_i^-\}, \{e_{ji}\}_{i \leq j})$ is a direct system of $L^*$-triples and $\lim S^- = (\lim S)^-.$

(b) $S^+ = (\{T_i^+\}, \{e_{ji}\}_{i \leq j})$ is a direct system of Jordan $H^*$-triple systems and $\lim S^+ = (\lim S)^+.$

**Theorem 4.3** Let $S = (\{T_i\}_{i \in I}, \{e_{ji}\}_{i \leq j})$ be a direct system of ternary $H^*$-algebras, with $\{\#_i\}_{i \in I}$ a family of isometric involutive *-automorphisms, $\#_i : T_i \rightarrow T_i$, such that

$$\#_j \circ e_{ji} = e_{ji} \circ \#_i$$

for $i \leq j$. Write $T = \lim S$, then.

(a) There exists $\sharp : T \rightarrow T$ a unique isometric involutive *-automorphism verifying $\sharp \circ e_i = e_i \circ \#_i$ for any $i \in I$.

(b) If we consider the $L^*$-subtriple of $T_i^-$, $\text{Sym}(T_i, \#_i)$ (resp. $\text{Skw}(T_i, \#_i)$), then

$$\text{Sym}(S, \#) := (\{\text{Sym}(T_i, \#_i)\}_{i \in I}, \{e_{ji}|_{\text{Sym}(T_i, \#_i)}\}_{i \leq j})$$

(resp. $\text{Skw}(S, \#)$) is a direct system of $L^*$-triples and $\lim (\text{Sym}(S, \#)) = \text{Sym}(\lim S, \#)$ (resp. $\lim (\text{Skw}(S, \#)) = \text{Skw}(\lim S, \#)$)

Proof. (a) For $i \leq j$, we have $(e_j \circ \#_j) \circ e_{ji} = e_i \circ \#_i$. The universal property of the direct limits now shows the existence of $\sharp : T \rightarrow T$ a unique isometric *-automorphism such that $\sharp \circ e_i = e_i \circ \#_i$ for any $i \in I$. Since $(\#_i|_{e_i(T_i)})^2 = Id$ and $T = \bigcup_{i \in I} e_i(T_i)$, it follows that $\sharp$ is involutive.

(b) It is clear that $\text{Sym}(S, \#)$ is a direct system of $L^*$-triples. Denote by

$$(\text{Sym}(S, \#), \{g_i\}_{i \in I})$$

its direct limit. As $\# \circ e_i = e_i \circ \#_i$, we can consider

$$e_i|_{\text{Sym}(T_i, \#_i)} : \text{Sym}(T_i, \#_i) \rightarrow \text{Sym}(\lim S, \#),$$
Theorem 4.3 holds if we consider the Jordan $H^*$-subtriples $Sym(T_i, \#_i)$ and $Skw(T_i, \#_i)$ of each $T_i^\dagger$.

5. Direct limits of $L^*$-triples

We can now formulate the following

**Theorem 5.1** Let $S = \{\{T_i\}_{i \in I}, \{e_{ji}\}_{i \leq j}\}$ be a direct system of simple finite dimensional $L^*$-triples. Then, $T = \lim_\to S$ admits a two-graded $L^*$-algebra envelope.

**Proof.** By Section 4, $T$ is a topologically simple $L^*$-triple, verifying $T = \bigcup_{i \in I} T_i$, where $\{T_i\}_{i \in I}$ is a direct family, with inclusion, of simple finite dimensional $L^*$-subtriples of $T$, and, with the notation $W := \bigcup_{i \in I} T_i$, we have $W$ is a Lie triple system with conjugate-linear involution satisfying the $H^*$-identities.

From [15, Section 1], every $T_i$ has a finite-dimensional simple envelope $L^*$-algebra $L_i$, hence $0 \leq (\sum_{i=1}^n [x_i, y_i]) \leq (\sum_{i=1}^n [x_i, y_i]) = \sum_{i,j=1}^n (x_i|[x_j, y_j, y_i^*])$ for $x_i, y_i \in T_i$, and the equality holds iff $\sum_{i=1}^n [x_i, y_i] = 0$. Therefore, we can define on the even part of the two-graded Lie algebra with conjugate-linear involution $L' := [W, W]_{\perp W}$, an inner product $(\sum_i [x_i, y_i]) \sum_j [x'_j, y'_j]) := \sum (x_i|[x'_j, y'_j])$. We conclude that $[W, W]_{\perp W}$ the completion of $L'$ is a two-graded $L^*$-algebra envelope of $T$.
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Abstract
The interpolation problem of reconstruction of a holomorphic in the upper half-plane function with non-negative imaginary part and continuous boundary value on the real axis by the first 2n + 1 terms of its asymptotic decomposition at infinity and its values at some m points of the real axis is solved using algorithms, which are reminiscent of those of Schur and Lagrange. At the same time some algorithms are obtained for reconstruction of holomorphic in the upper half-plane contractive functions with continuous boundary values by their values at some m real points. The corresponding interpolation problems are generalized to include values of the first derivative of the sought functions at some real points.
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1. Introduction

Fundamental quantities in system theory, quantum theory and signal processing are the frequency-dependent transfer or response functions. The imaginary parts of the latter (up to standard scalar factors) coincide with the rate of energy or particles absorption and thus are non-negative. Due to the causality principle such functions are boundary values of the functions which are holomorphic in the upper half-plane with non-negative imaginary parts. In other words they are boundary values of the Nevanlinna class functions. Explicit computation of response functions for complex systems with interacting
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particles from fundamental equations and principles is an extremely difficult problem, which is being solved so far using not so well-founded approximations. However, in many cases some frequency moments of the imaginary parts of these functions can be easily calculated by algebraic manipulations with corresponding evolution operators (Hamilto-
nians). Besides, the limiting values of response functions sometimes are known at some specified frequencies (energies). This information permits to limit appreciably the classes of analytic functions containing the response functions. Therefore the quest for reasonable approximations of the response functions of real systems gives rise to certain interpolation problems for holomorphic functions. Our aim here is to formulate and solve some of such problems.

In Section 2 the problem of reconstruction of a continuous in the closed upper half-plane Nevanlinna function by the given $2n + 1$ first terms of its asymptotic decomposition at infinity and its values at some $m$ points of the real axis is reduced using the Nevanlinna description formula for all solutions of the truncated Hamburger moment problem [1], [2] to the interpolation problem for the Nevanlinna functions with continuous boundary values, where all $m$ nodes of interpolation are points on the real axis.

In the next Section this simplified problem is converted by means of the linear fractional transformation into an analogous problem for a holomorphic in the upper half-plane and continuous on its closure contractive function. The problem for contractive functions is solved then using the algorithm, which is a slight modification of the known Schur algorithm for problems like that of Nevanlinna-Pick.

An alternative method of solution of the same problem involving the Lagrange inter-
polation polynomials is suggested in Section 4.

Section 5 is devoted to a more sophisticated problem of reconstruction of a non-negative continuous and continuously differentiable function by its $2n + 1$ moments and given $m$ extrema. Actually this problem is solved here by reducing it as above to the interpo-
lation problem for Nevanlinna functions in the upper half-plane with continuous and continuously differentiable boundary values, whose values together with the values of the corresponding first derivative are fixed at $m$ nodes of interpolation on the real axis.

In such a form the last problem is a combination of

the truncated Hamburger moment problem [1–3]:

Given a set of real numbers $c_0, \ldots, c_{2n}$. To find a non-decreasing function $\sigma(t), -\infty < t < \infty$, such that

$$\int_{-\infty}^{+\infty} t^j d\sigma(t) = c_j, \ j = 0, 1, \ldots, 2n.$$  \hfill (1)

and

the Löwner problem [4] in the class of Nevanlinna functions:

Given a finite set $\mathcal{A}$ of points of the real axis, the upper half-plane numbers of $\varphi(t), t \in \mathcal{A}$, and arbitrary complex numbers $\varphi'(t), t \in \mathcal{A}' \subset \mathcal{A}$. To extrapolate $\varphi$ to a matrix function $\varphi(z)$ of the Nevanlinna class with continuously differentiable boundary values on the real axis.

In this work we describe only algorithms permitting to find rational and continuous interpolations of the sought functions. Errors of such approximations depending on $n$, $m$ and relative positions of the interpolation nodes as well as matrix and operator versions
of the presented results will be discussed elsewhere.

2. Truncated Hamburger moment problem with point constraints

The simplest of the mentioned problems is defined as follows.

Let \( N \) denote the set of all holomorphic in the upper half-plane functions with non-negative imaginary parts. Functions of \( N \) are called Nevanlinna functions.

**Problem** A. Given a finite number of points \( t_1, \ldots, t_m \) of the real axis, a set of complex numbers \( \zeta_1, \ldots, \zeta_m \) with positive imaginary parts, and a set of real numbers \( c_0, \ldots, c_{2n} \). To find a set of Nevanlinna functions \( \varphi(z) \) such that

\[
\varphi(z) = -\frac{c_0}{z} - \frac{c_1}{z^2} - \cdots - \frac{c_{2n}}{z^{2n+1}} + o\left(\frac{1}{z^{2n+1}}\right)
\]  

(2)

for \( z \to \infty \) inside any angle \( \varepsilon < \arg z < \pi - \varepsilon, \ 0 < \varepsilon < \pi \);

\[
\varphi(t_j) = \zeta_j, \ 1 \leq j \leq m.
\]  

(3)

By virtue of the Riesz-Herglotz theorem, the functions we are looking for, as any function \( \varphi \in N \), admit the integral representation

\[
\varphi(z) = \alpha + \beta z + \int_{-\infty}^{+\infty} \left[ \frac{1}{t-z} - \frac{t}{1+t^2} \right] d\sigma(t)
\]  

(4)

with \( \text{Im} \alpha \geq 0, \ \beta \geq 0 \), and non-decreasing \( \sigma(t) \) satisfying the condition

\[
\int_{-\infty}^{+\infty} \frac{1}{1+t^2} d\sigma(t) < \infty.
\]

It follows from (2) that \( \alpha = \beta = 0 \) in (4). Moreover, (2) is equivalent to the relations \( [3] \)

\[
\int_{-\infty}^{+\infty} t^j d\sigma(t) = c_j, \ j = 0, 1, \ldots, 2n,
\]  

(5)

Therefore Problem A without the conditions (3) is nothing else but the truncated Hamburger moments problem. This problem is solvable \([1, 5, 2]\) if and only if the block-Hankel matrix \( (c_{k+j})_{k,j=0}^n \) is non-negative and for any set of complex numbers \( \xi_0, \ldots, \xi_s, \ 0 \leq s \leq n-1 \), the condition

\[
\sum_{j,k=0}^{s} c_{j+k} \overline{\xi_j} \xi_k = 0 \]  

(6)

implies

\[
\sum_{j,k=0}^{s} c_{j+k+2} \overline{\xi_j} \xi_k = 0.
\]  

(7)

If the conditions (6), (7) hold for a set \( \xi_0, \ldots, \xi_s, \ 0 \leq s \leq n-1 \), such that

\[
\sum_{k=0}^{s} |\xi_k| > 0,
\]
then there is only one non-decreasing function $\sigma(t)$ satisfying (5), which is a step function with a finite number of discontinuity points, and hence there exists only one function

$$\varphi(z) = \int_{-\infty}^{+\infty} \frac{d\sigma(t)}{t - z}$$

satisfying (2), which is a rational Nevanlinna function. Problem A under these conditions is solvable only for an exceptional set of values $\zeta_1, \ldots, \zeta_m$ of $\varphi(z)$ at given points $t_1, \ldots, t_m$.

If a set of real numbers $c_0, \ldots, c_{2n}$ is positive definite, i.e., for any non-zero set of complex numbers $\xi_0, \ldots, \xi_n$ ($\max_{0 \leq j \leq n} |\xi_j| > 0$)

$$\sum_{j,k=0}^{s} c_{j+k} \xi_j \xi_k > 0,$$

then there exists an infinite set of non-negative measures $\sigma$ on the real axis satisfying (5) and, thus, an infinite set of functions from $\mathbb{N}$, satisfying (2).

Let $(D_k(t))_{k=0}^{n}$ be the finite set of polynomials constructed according to the formulas

$$D_0 = \frac{1}{\Delta_0}, \quad D_k(t) = \frac{1}{\Delta_k} \det \begin{bmatrix} c_0 & \cdots & c_{k-1} & 1 \\ c_1 & \cdots & c_k & t \\ \vdots & \vdots & \vdots & \vdots \\ c_k & \cdots & c_{2k-1} & t^k \end{bmatrix},$$

$$\Delta_0 = c_0, \quad \Delta_k = \det \begin{bmatrix} c_0 & \cdots & c_k \\ \vdots & \vdots & \vdots \\ c_k & \cdots & c_{2k} \end{bmatrix}, \quad k = 1, 2, \ldots, n. \quad (9)$$

Polynomials $D_k$ form an orthogonal system with respect to each $\sigma$-measure satisfying (5). Let

$$E_0 \equiv 0, \quad E_k(t) = \int_{-\infty}^{+\infty} \frac{D_k(t) - D_k(s)}{t - s} \, d\sigma(s), \quad k = 1, \ldots, n,$$

be the corresponding set of conjugate polynomials. Denote by $\mathbb{N}_0$ the subset of $\mathbb{N}$ consisting of such functions $w(z)$, that $w(z)/z \to 0$ as $z \to \infty$ inside any angle $\varepsilon < \arg z < \pi - \varepsilon$, $0 < \varepsilon < \pi$. Then the formula

$$\varphi(z) = \int_{-\infty}^{+\infty} \frac{d\sigma(t)}{t - z} = -\frac{E_n(z)(w(z) + z)}{D_n(z)(w(z) + z) - D_{n-1}(z)} \quad \text{Im } z > 0, \quad (10)$$

establishes a one-to-one correspondence between the set of all Nevanlinna functions $\varphi(z)$ satisfying (2) and the elements $w(z)$ of the subclass $\mathbb{N}_0$.

Notice that the zeros of each orthogonal polynomial $D_k(z)$ are real and by virtue of the Schwarz-Christoffel identity

$$D_{n-1}(z)E_n(z) - D_n(z)E_{n-1}(z) = \Xi_n = \Delta_{n-1}\Delta_n^{-1} > 0 \quad n = 1, 2, \ldots \quad (11)$$

the zeros of $D_{n-1}(z)$ alternate with the zeros of $D_n(z)$ as well as with the zeros of $E_{n-1}(z)$. Therefore any function $\varphi(z)$ given by the expression on the right hand side of (10) has
a continuous boundary value on the real axis if and only if the corresponding Nevanlinna function \( w \in \mathbb{N}_0 \) is continuous in the closed upper half-plane and such that \( w(z) + z \) has no joint zeros with \( D_{n-1}(z) \).

To meet the constraints (3) it is enough now to substitute into the right hand side of (10) any continuous in the closed upper half-plane Nevanlinna function \( w(z) \in \mathbb{N}_0 \) satisfying the following conditions,

\[
\begin{align*}
    w(t_j) &= w_j \overset{\text{def}}{=} -t_j + \frac{D_{n-1}(t_j)\zeta_j + E_{n-1}(t_j)}{D_n(t_j)\zeta_j + E_n(t_j)}, \quad j = 1, \ldots, m. 
\end{align*}
\]

(12)

Note that by (5),

\[
\text{Im } w_j = \frac{\text{Im } \zeta_j \cdot \Xi_n}{|D_n(t_j)\zeta_j + E_n(t_j)|^2} > 0, \quad j = 1, \ldots, m.
\]

Thus Problem A reduces to

**Problem \( A_0 \).** Given a finite number of points \( t_1, \ldots, t_m \) of the real axis and a set of complex numbers \( w_1, \ldots, w_m \) with positive imaginary parts. To find a set of continuous in the closed upper half-plane Nevanlinna functions \( w(z) \in \mathbb{N}_0 \) satisfying conditions (12).

Each Nevanlinna function \( w(z) \) in the upper half-plane admits the representation

\[
w(z) = i \frac{1 + \theta(z)}{1 - \theta(z)},
\]

(13)

where

\[
\theta(z) = \frac{w(z) - i}{w(z) + i}.
\]

(14)

is a holomorphic in the upper half-plane contractive function, i.e. \( |\theta(z)| \leq 1, \text{Im } z > 0 \). The function \( \theta(z) \) connected with the Nevanlinna function \( w(z) \) by the linear fractional transformation (14) is continuous in the closed upper half-plane if \( w(z) \) satisfies this condition. On the other hand, the Nevanlinna function \( w(z) \) given as the linear fractional transformation (13) of a holomorphic in the upper half-plane and continuous in its closure contractive function \( \theta(z) \) is continuous at the points of the closed upper half-plane where \( \theta(z) \neq 1 \). Therefore Problem \( A_0 \) is equivalent to the following problem for contractive functions.

Let \( \mathfrak{B} \) be the set of all holomorphic in the upper half-plane and continuous on its closure contractive functions.

**Problem \( A'_0 \).** Given a finite number of points \( t_1, \ldots, t_m \) of the real axis and a set of points \( \omega_1, \ldots, \omega_m \),

\[
\omega_j = \frac{w_j - i}{w_j + i}, \quad |\omega_j| < 1, \quad j = 1, \ldots, m.
\]

(15)

To find a set of functions \( \theta \in \mathfrak{B} \) such that

\[
\theta(t_j) = \omega_j, \quad j = 1, \ldots, m.
\]

(16)

Problem \( A'_0 \) is a limiting case of the Nevanlinna-Pick problem with interpolation nodes on the real axis. Two ways of its solution can be suggested.
3. Auxiliary problem. Schur algorithm

The first of them resembles the well-known Schur algorithm for interpolation problems with the nodes inside the upper half-plane or the unit circle. Note that a function \( \theta \in \mathcal{B} \) satisfies the condition

\[
\theta(t_1) = \omega_1, \quad |\omega_1| < 1,
\]

if and only if it admits the representation

\[
\theta(z) = \frac{\phi(z) + \omega_1}{\omega_1 \phi(z) + 1}, \tag{17}
\]

where \( \phi \in \mathcal{B} \) and \( \phi(t_1) = 0 \). Taking \( \gamma_1 > 0 \) such that the inequalities

\[
\sqrt{1 + \frac{\gamma_1^2}{(t_j - t_1)^2}} \frac{\omega_j - \omega_1}{1 - \omega_1 \omega_j} < 1, \quad j = 2, \ldots, m,
\]

would hold, one can choose \( \phi(z) \) in (17) in the form

\[
\phi(z) = \frac{z - t_1}{z - t_1 + i\gamma_1} \theta_1(z), \tag{18}
\]

where \( \theta_1 \) is any function from \( \mathcal{B} \) such that

\[
\theta_1(t_j) = \omega_j' = \left( 1 + \frac{i\gamma_1}{t_j - t_1} \right) \frac{\omega_j - \omega_1}{1 - \omega_1 \omega_j}, \quad j = 2, \ldots, m. \tag{19}
\]

Such a choice of \( \theta_1(z) \) guarantees the verification of all of the conditions (16). Hence Problem \( \mathbf{A}'_0 \) with \( m \) nodes of interpolation on the real axis and strictly contractive values of the functions to find at these nodes, reduces to the same problem but with \( m - 1 \) nodes of interpolation and modified values at these nodes given by (19). Repeating the above procedure \( m - 1 \) times with a suitable choice of parameters \( \gamma_j \) and modifying the values of emerging contractive functions at the remaining points \( t_{j+1}, \ldots, t_m \) according to (19), permits to obtain some solution of Problem \( \mathbf{A}'_0 \). Observe that contrary to the Nevanlinna-Pick problem with nodes in the open upper half-plane, our Problem \( \mathbf{A}'_0 \) is always solvable if the values of the function to reconstruct are strictly contractive at the nodes of interpolation.

Let \( \theta_{j-1} \in \mathcal{B} \) be a contractive function emerging after the \( j - 1 \) step in the course of the Problem \( \mathbf{A}'_0 \) solution by the above method, and let \( \omega_j^{(j-1)} = \theta_{j-1}(t_j) \), \( \omega_1^{(0)} = \omega_1 \). It follows from the above arguments that should the initial parameters \( \omega_1, \ldots, \omega_m \) be strictly contractive, there exists a set of solutions of Problem \( \mathbf{A}'_0 \) described by the formula

\[
\theta(z) = \frac{a(z)e(z) + b(z)}{c(z)e(z) + d(z)}, \tag{20}
\]

where the elements of the matrix of the linear fractional transformation (20) are rational functions of degree \( m - 1 \) and \( e(z) \) runs the subset of all functions from \( \mathcal{B} \) satisfying the condition \( e(t_m) = \omega_m^{(m-1)} \). This matrix can be calculated as

\[
\begin{pmatrix}
   a(z) & b(z) \\
   c(z) & d(z)
\end{pmatrix} = \lim_{m \to \infty} \prod_{j=1}^{m-1} \begin{pmatrix}
   1 & \omega_j^{(j-1)} \\
   \omega_j^{(j-1)} & 1
\end{pmatrix} \begin{pmatrix}
   z - t_j \\
   z - t_j + i\gamma_j
\end{pmatrix}, \tag{21}
\]
where numbers \( j \) in matrix factors on the right hand side increase from left to right.

Observe that substituting in (20) \( \epsilon(z) \equiv \omega_{m}^{(m-1)} \), we obtain a rational function of degree \( m - 1 \). Hence, if initial parameters \( \omega_{1}, ..., \omega_{m} \) in Problem A\(_{0}' \) are strictly contractive, then among the solutions of this problem there are rational functions of degree \( m - 1 \).

4. Auxiliary problem. Lagrange algorithm

An alternative algorithm of solution of Problem A\(_{0}' \) employs the Lagrange interpolation polynomials. It does not require the parameters \( \omega_{1}, ..., \omega_{m} \) modification, and can be used equally well in cases, where the moduli of some and even of all these parameters are equal to unity. Given the polynomials

\[
P_{k}(t) = \prod_{j \neq k}(t - t_{j}), \quad k = 1, ..., m,
\]

consider for any \( t \in \mathbb{R} \) the rational function

\[
\varphi(t) = \frac{\omega_{1}P_{1}^{2}(t) + \cdots + \omega_{m}P_{m}^{2}(t)}{P_{1}^{2}(t) + \cdots + P_{m}^{2}(t)}.
\]

By construction, there are no common zeros for all polynomials \( P_{k}(t) \). Therefore, \( \varphi(t) \) is continuous on the real axis,

\[
|\varphi(t)| \leq \frac{|\omega_{1}|P_{1}^{2}(t) + \cdots + |\omega_{m}|P_{m}^{2}(t)}{P_{1}^{2}(t) + \cdots + P_{m}^{2}(t)} \leq \max_{j} |\omega_{j}| \leq 1,
\]

and

\[
\varphi(t) = \frac{\omega_{j}P_{j}^{2}(t)}{P_{j}^{2}(t)} = \omega_{j}.
\]

However, the rational function \( \varphi(t) \) is not a boundary value of a function from \( \mathfrak{B} \). Indeed, the polynomial

\[
\mathcal{P}(t) = P_{1}^{2}(t) + \cdots + P_{m}^{2}(t) > 0, \quad -\infty < t < \infty,
\]

with real coefficients has only complex roots and together with each root \( \alpha + i\beta, \beta \neq 0 \), of multiplicity \( s \) it has also the root \( \alpha - i\beta \) of the same multiplicity. Let \( \alpha_{\nu} + i\beta_{\nu}, \beta_{\nu} > 0, \ 1 \leq \nu \leq m - 1 \), be the set of all roots of \( \mathcal{P}(t) \) in the upper half-plane and let \( s_{\nu} \) be their multiplicities,

\[
\sum_{\nu} s_{\nu} = m - 1.
\]

It is evident that

\[
\mathcal{P}(t) = m \prod_{\nu} |t - \alpha_{\nu} - i\beta_{\nu}|^{2}.
\]

Denote by \( B(t) \) the Blaeschke product

\[
B(t) = \prod_{\nu} \left( \frac{t - \alpha_{\nu} - i\beta_{\nu}}{t - \alpha_{\nu} + i\beta_{\nu}} \right)^{s_{\nu}}.
\]
Then the rational function of degree $2(m-1)$,
\[
\theta(t) = B(t) \frac{\tilde{\omega}_1 P_1^2(t) + \ldots + \tilde{\omega}_m P_m^2(t)}{P_1^2(t) + \ldots + P_m^2(t)} = \frac{\tilde{\omega}_1 P_1^2(t) + \ldots + \tilde{\omega}_m P_m^2(t)}{Q(t)},
\]
where
\[
\tilde{\omega}_j = B(t_j)^{-1} \omega_j, \quad 1 \leq j \leq 1; \quad Q(t) = m \prod_{\nu} (t - \alpha_\nu + i\beta_\nu)^2,
\]
belongs already to the class $B$, and is a rational solution of Problem $A_0'$.

Notice that the rational function of degree $m-1$,
\[
\theta_1(z) = \frac{\tilde{\omega}_1 P_1(z) + \ldots + \tilde{\omega}_m P_m(z)}{Q_1(z)},
\]
with
\[
Q_1(z) = \sqrt{m} \prod_{\nu} (z - \alpha_\nu + i\beta_\nu); \quad \tilde{\omega}_j = \frac{Q_1(t_j)}{P_j(t_j)} \omega_j, \quad 1 \leq j \leq m,
\]
is holomorphic in the closed upper half-plane and satisfies the conditions (16). However, in general, this function is contractive in the upper half-plane only under additional requirements imposed on the parameters $\omega_j$. For example, it follows from the estimate
\[
|\theta_1(t)| \leq \frac{|\tilde{\omega}_1| |P_1(t)| + \ldots + |\tilde{\omega}_m| |P_m(t)|}{|Q_1(t)|} = \frac{|\omega_1| |P_1(t)| + \ldots + |\omega_m| |P_m(t)|}{\sqrt{P_1^2(t) + \ldots + P_m^2(t)}} \leq \sum_{j=1}^{m} |\omega_j|^2
\]
that $\theta_1 \in B$ if
\[
\sum_{j=1}^{m} |\omega_j|^2 \leq 1.
\]

Note that a wide class of solutions of Problem $A_0'$ can be obtained by substituting into (22) instead of each constant $\tilde{\omega}_j$ an arbitrary function $\tilde{\omega}_j$ from $B$ satisfying the condition $\tilde{\omega}_j(t_j) = \tilde{\omega}_j$.

5. Inclusion of derivatives

The latter remark permits to extend the statements of the above interpolation problems with inclusion to the given data of the values of derivatives of the function under investigation at some or all interpolation nodes. One of such problems is defined as follows.

Let $B^1$ be the subset of $B$ consisting of continuously differentiable functions in the closed upper half-plane including the infinite point.

**Problem $B_0'$.** Given a finite number of points $t_1, \ldots, t_m$ of the real axis and two sets of complex numbers: $\omega_1, \ldots, \omega_m$, $|\omega_j| < 1$, $j = 1, \ldots, m$ and $\omega'_1, \ldots, \omega'_m$. To find a set of functions $\theta \in B^1$ satisfying the following conditions
\[
\theta(t_j) = \omega_j, \quad \theta'(t_j) = \omega'_j, \quad j = 1, \ldots, m.
\]
A rational solution of Problem $B'_0$ can be constructed by substitution into (22), instead of the parameters $\widehat{\omega}_j$, the rational functions
\begin{equation}
\widehat{\omega}_j(z) = B(t_j)^{-1} \frac{\phi_j(z) + \omega_j}{1 + \omega_j \phi_j(z)}, \quad \phi_j(z) = \xi_j \frac{z - t_j}{z - t_j + i\gamma_j},
\end{equation}
with appropriate parameters $\xi_j$, $|\xi_j| \leq 1$ and $\gamma_j$, $\gamma_j > 0$, $j = 1, \ldots, m$. Note that thus obtained rational function
\begin{equation}
\theta(z) = \frac{\widehat{\omega}_1(z) P_1^2(z) + \ldots + \widehat{\omega}_m(z) P_m^2(z)}{Q(z)}
\end{equation}
of degree not more than $3m - 2$ belongs to $\mathfrak{B}^1$ and the first equalities in (24) hold for any contractive parameters $\xi_j$ and positive parameters $\gamma_j$. Since
\begin{equation}
\theta'(t_j) = 2i\omega_j \sum_{\nu} \frac{s_{\nu} \beta_{\nu}}{(t_j - \alpha_{\nu})^2 + \beta_{\nu}^2} - i \left(1 - |\omega_j|^2\right) \frac{\xi_j}{\gamma_j}
\end{equation}
and $|\omega_j| < 1$, the contractive parameters $\xi_j$ and positive parameters $\gamma_j$ can be chosen to satisfy the second set of equalities in (24).

Note that a certain class of solutions of Problem $B'_0$ can be obtained by substituting into (25) instead of contractive parameters $\xi_j$ arbitrary functions $\widehat{\xi}_j(z)$ from $\mathfrak{B}^1$, whose values $\widehat{\xi}_j(t_j)$ at $t_j$ satisfy the second set of equalities in (24).

This last result permits to obtain a set of solutions of the following more sophisticated problem.

**Problem C.** Given a finite number of points $t_1, \ldots, t_m$ of the real axis, a set of positive numbers $a_1, \ldots, a_m$ and a set of real numbers $c_0, \ldots, c_n$. To find a set of non-negative continuously differentiable functions $\rho(t)$ on the real axis satisfying the conditions:
\begin{align}
\rho(t_j) &= a_j, \quad \rho'(t_j) = 0; \\
\int_{-\infty}^{\infty} t^k \rho(t) dt &= c_k.
\end{align}

Let us denote by $\mathbb{N}_0^1$ the subset of $\mathbb{N}$ consisting of all Nevanlinna functions $\varphi(z)$ such that:

- the harmonic functions $\text{Im} \varphi(z)$ and $\text{Im} \varphi'(z)$ are continuous on any compact subset of the closed upper half-plane;

- $\varphi(z)$ and $\varphi'(z)$ are functions of the Hardy class $H^2$ in the upper half-plane, i.e.
\begin{equation}
\sup_{\eta > 0} \int_{-\infty}^{\infty} |\varphi(t + i\eta)|^2 dt = \int_{-\infty}^{\infty} |\varphi(t + i0)|^2 dt < \infty
\end{equation}
and the same is true for $\varphi'(z)$. 

Lemma 5.1. Let \( \rho(t) \geq 0 \) be a continuous function on the real axis such that
\[
\int_{-\infty}^{\infty} \frac{|\rho(t)|^2}{1 + t^2} dt < \infty.
\]
Then for \( \rho(t) \) the following conditions are equivalent:

a) \( \rho(t) \) is continuously differentiable and

\[
\|\rho\|_2 \overset{\text{def}}{=} \int_{-\infty}^{\infty} \rho^2(t) dt < \infty, \quad \|\rho'\|_2 = \int_{-\infty}^{\infty} |\rho'(t)|^2 dt < \infty; \tag{29}
\]

b) \[
\rho(t) = \lim_{\eta \to 0} \frac{1}{\pi} \text{Im} \varphi(t + i\eta),
\]
where \( \varphi(z) \) is a Nevanlinna function from \( N_1. \)

Proof. Let \( \rho(t) \) satisfy the conditions a). By these conditions and the Cauchy inequality
\[
|\rho(t)| = \left| \rho(0) + \int_{0}^{t} \rho'(s) ds \right| \leq |\rho(0)| + \sqrt{t} \left( \int_{-\infty}^{\infty} |\rho'(s)|^2 ds \right)^{\frac{1}{2}}, \tag{30}
\]

Besides the integral in
\[
\varphi(z) = \int_{-\infty}^{\infty} \frac{1}{t-z} \rho(t) dt, \quad \text{Im} z > 0, \tag{31}
\]
converges for non-real \( z \) and the function \( \varphi(z) \) defined by (31) evidently belongs to the intersection \( N \cap H^2. \) Since \( \varphi(z) \) is given by the Cauchy type integral and \( \rho(t) \) is a continuously differentiable function, then due to the well-known properties of such integrals \( \varphi(z) \) is continuous at any compact part of the closed upper half-plane. By (30) for each non-real \( z \) we have
\[
\lim_{N_{\pm} \to \infty} \int_{-N_{-}}^{N_{+}} \left( \frac{1}{t-z} \rho'(t) - \frac{1}{(t-z)^2} \rho(t) \right) dt = \frac{1}{N_{+} - z} \rho(N_{+}) - \frac{1}{N_{-} - z} \rho(N_{-}) = 0.
\]
Hence
\[
\varphi'(z) = \int_{-\infty}^{\infty} \frac{1}{(t-z)^2} \rho(t) dt = \int_{-\infty}^{\infty} \frac{1}{t-z} \rho'(t) dt, \quad \text{Im} z > 0. \tag{32}
\]
According to (29) \( \rho' \) is an element of the space \( L^2 \) on the real axis. By (32) \( \varphi' \in H^2 \) and since \( \rho, \rho' \) are real continuous function we see that
\[
\lim_{\eta \to 0} \text{Im} \varphi(t + i\eta) = \pi \rho(t), \lim_{\eta \to 0} \text{Im} \varphi'(t + i\eta) = \pi \rho'(t) \tag{33}
\]
Truncated Hamburger moment problems with constraints

at each point of the real axis and this convergence is uniform on any finite segment of the
real axis. Hence \( \varphi \in \mathbb{N}_0^1 \).

Let us select now an arbitrary function \( \varphi \in \mathbb{N}_0^1 \). Due to the continuity of \( \varphi \) on any
compact part of the closed upper half-plane plane and the Stieltjes inversion formula we
conclude that for such \( \varphi \) the measure \( \sigma(t) \) in the Riesz-Herglotz representation (4) is
absolutely continuous and

\[
\rho(t) = \sigma'(t) = \lim_{\eta \to 0} \frac{1}{\pi} \text{Im} \varphi(t + i\eta).
\]

is a continuous function from \( L^2 \). Therefore for the given \( \varphi \in \mathbb{N}_0^1 \) we can write the represen-
taion (4) in the form

\[
\varphi(z) = \alpha + \beta z + \int_{-\infty}^{+\infty} \frac{1}{t - z} \rho(t) dt.
\]  

(34)

Since \( \rho \in L^2 \) the integral in (34) defines a function from \( H^2 \) and by virtue of our assump-
tion \( \varphi \in H^2 \). Thus we conclude that in (34) \( \alpha = \beta = 0 \). By the assumption \( \varphi \in \mathbb{N}_0^1 \) it follows also that

\[
\rho_*(t) = \lim_{\eta \to 0} \frac{1}{\pi} \text{Im} \varphi'(t + i\eta)
\]

is a continuous function from \( L^2 \). For each smooth compactly supported function \( g(t) \) we have

\[
\int_{-\infty}^{+\infty} [g'(t)\rho(t) + g(t)\rho_*(t)] dt = \lim_{\eta \to 0} \frac{1}{\pi} \text{Im} \int_{-\infty}^{+\infty} [g'(t)\varphi(t + i\eta) + g(t)\varphi'(t + i\eta)] dt = 0.
\]

Then it stems from the known theorem of analysis that \( \rho(t) \) is a differentiable function
and \( \rho'(t) = \rho_*(t) \).

Hence Problem C may be treated as the following problem for the Nevanlinna functions
of subclass \( \mathbb{N}_0^1 \).

**Problem C'.** Given a finite number of points \( t_1, \ldots, t_m \) of the real axis, a set of positive
numbers \( a_1, \ldots, a_m \), and a set of real numbers \( c_0, \ldots, c_{2n} \). To find a set of Nevanlinna functions

\[
\varphi(z) = \int_{-\infty}^{\infty} \frac{1}{t - z} \rho(t) dt
\]

(35)

from \( \mathbb{N}_0^1 \) by its asymptotic

\[
\varphi(z) = -\frac{c_0}{z} - \frac{c_1}{z^2} - \ldots - \frac{c_{2n}}{z^{2n+1}} + o\left(\frac{1}{z^{2n+1}}\right)
\]

(36)

for \( z \to \infty \) inside any angle \( \varepsilon < \arg z < \pi - \varepsilon, 0 < \varepsilon < \pi \), and some extremal values of
its imaginary part on the real axis:

\[
\lim_{\delta \to 0} \text{Im} \varphi(t_j + i\delta) = \pi \rho(t_j) = \pi a_j, \lim_{\delta \to 0} \text{Im} \varphi'(t_j + i\delta) = 0, j = 1, \ldots, m.
\]

(37)
In such a form this problem can be reduced to Problem $B'_0$ in the same fashion as Problem $A$ was reduced to Problem $A'_0$.

Indeed, let us assume that the quadratic form (8) is non-degenerate. Then each Nevanlinna function $\varphi(z)$ satisfying the condition (36) can be represented in the form of the linear fractional transformation (10) over some function $w \in \mathbb{N}_0$. Those of such functions which are representable as the linear fractional transformation (10) of functions $w \in \mathbb{N}_0$ satisfying the unique additional condition

$$|w(t) + t| + |D_{n-1}(t)| \gg 0, \quad -\infty < t < \infty,$$

belong to $\mathbb{N}_0$ themselves. What remains for the solution of Problem $C'$ is to single out a subset of functions from $\mathbb{N}_0$ which in addition to (38) would satisfy (37). But the problem of selection of functions $w(z)$ satisfying (37) with the restriction (38) by means of the linear fractional transformation

$$w(z) = \frac{1 + \theta(z)}{1 - \theta(z)}$$

reduces to the selection of a certain subset of contractive holomorphic in the upper half-plane functions $\theta \in \mathbb{B}^1$.

To this end we note first that (38) definitely holds if the boundary value of $\theta$ is strictly contractive ($|\theta(t)| \ll 1$) and as follows $\text{Im} w(t) \gg 0$ on an interval of the real axis containing all zeros of $D_{n-1}(t)$. Then we can use relations

$$\varphi(z) = \varphi(z) + \frac{E_n(z)}{D_n(z)} = \frac{\Delta_n}{D_n^2(z) D_{n-1}(z) / D_n(z) - 1 - w(z)}$$

and

$$\varphi'(z) = \frac{2D_n'(z)}{D_n(z)} \varphi(z) + \frac{1}{\Delta_n} \varphi^2(z) \left( \frac{w'(z) D_n^2(z) + D_n'(z) D_{n-1}(z) - D_n(z) D_{n-1}'(z)}{w(z) D_n^2(z) D_{n-1}(z) / D_n(z) - 1 - w(z)} \right)$$

connecting the values of the Nevanlinna function $\varphi(z)$ and its derivative $\varphi'(z)$ with the corresponding Nevanlinna parameter $w(z)$ in (10) and its derivative $w'(z)$, respectively. They permit together with $w(t_j)$ given by (12) also to find such values of $w'(t_j)$, $j = 1, ..., m$, that satisfy (37). Afterwards it remains only to transform all these values into the data for Problem $B_0$ of determination of a contractive function $\theta(z)$ connected with $w(z)$ by the linear fractional transformation (39).

Notice that for the function $\varphi(z)$ to reconstruct in Problem $C'$, the values of $\text{Re} \varphi(t_j)$ are indefinite. Using this degree of freedom we can assume that together with $\text{Im} \varphi(t_j) = 0$ we have also $w'(t_j) = 0$ for some $t_j$. This assumption would result in

$$\text{Re} \varphi(t_j) = \frac{D_n'(t_j) D_{n-1}(t_j)}{D_n(t_j) D_{n-1}(t_j) - D_n(t_j) D_{n-1}'(t_j)}$$

for such $t_j$.

**Remark** The proposed way of solution of Problem $C'$ cannot be applied immediately in the limiting case when some or all $a_j = 0$. If in addition to the moments $c_0, ..., c_{2n}$ in
this case some or all generalized moments

\[ d_{j1} = \int_{-\infty}^{\infty} \frac{1}{t - t_j} \rho(t) dt, \quad d_{j2} = \int_{-\infty}^{\infty} \frac{1}{(t - t_j)^2} \rho(t) dt \]

are given, then taking into account that the functions

\[ 1, t, \ldots, t^{2n}, \frac{1}{t - t_1}, \frac{1}{(t - t_1)^2}, \frac{1}{t - t_2}, \ldots, \frac{1}{(t - t_m)^2} \]

form a Chebyshev system, this limiting version of Problem C' can be treated and solved as the generalized moment problem [1,7].

Questions about the existence and uniqueness of the solution of namely this limiting problem were in particular elucidated recently in [6], and in the case of non-uniqueness the description of all solutions was given there. These results were obtained in [6] in general for infinite sets of interpolation points on the real axis and in the upper half-plane using the theory of self-adjoint extensions of asymmetric relations in a Hilbert space and alternatively via the theory of the reproducing kernel Hilbert space.
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Abstract
This paper is devoted to the investigation of Fourier-Bessel transformation (see [2]) for non-negative $f$: $\tilde{f}(\xi, \eta) = \frac{1}{\eta} \int_0^\infty \int \frac{y^{\nu+1} J_\nu(\eta y)}{y^{v+1}} f(x, y) e^{-i\xi x} dy; \nu > -\frac{1}{2}$. We apply the method of [5] which provides the estimate for weighted $L_\infty$-norm of the spherical mean of $|\tilde{f}|^2$ via its weighted $L_1$-norm (generally it is wrong without the requirement of the non-negativity of $f$). We prove that (unlike in the classical case of Fourier transformation) a similar estimate is valid for the one-dimensional case too: a weighted $L_\infty$-norm of $\tilde{f}$ is estimated by its weighted $L_2$-norm. The obtained result and the estimates for the multidimensional case (see [6] and [7]) are applied to the investigation of singular differential equations containing Bessel operator (where the parameter at the singularity equals to $2\nu + 1$); equations of such kind arise in models of mathematical physics with degenerative heterogeneities and in axially symmetric problems. We obtain estimates for weighted $L_\infty$-norms of solutions (for ordinary differential equations) and of weighted hemispherical means of squared solutions (for partial differential equations).
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1. Introduction

It is proved in [5] that if $f \geq 0$, then for any $\alpha \in (0, (n-1)/2]$

$$||r^\alpha \sigma(f)||_\infty \leq C||r^{\alpha-1} \sigma(f)||_1,$$

(1)

where $\sigma(f)(r)$ is the mean value of $|f|^2$ over the sphere of radius $r$ with the centre at the origin, and $C$ depends only on the dimension of the space.

We note that, generally, (1) does not hold because we can construct a sequence $\{f_m\}_{m=1}^\infty$ such that $||r^{\alpha-1} \sigma(f_m)||_1$ does not depend on $m$ but $\sigma(f_m)(1)$ tends to infinity as $m \to \infty$. 

*E-mail: muravnik@postmaster.co.uk
Thus, the requirement that \( f \) be non-negative prohibits the above type of behaviour. Actually, it represents a certain restriction on the shape of the graph of \( f \).

One can expect that in the one-dimensional case (1) gives the similar estimate with replacing the mean by the function itself. But it turns out that in this case the integral in the right-hand side of (1) diverges for any non-negative \( f \): \( \hat{f}(0) \) is equal to the integral of \( f \) over the whole real line so there is a non-integrable singularity at the origin.

In this work we investigate Fourier-Bessel transformation, which is applied in the theory of differential equations containing singular Bessel operator with respect to a selected variable (called the special variable). These equations arise in models of mathematical physics with degenerative space heterogeneities. We prove that, unlike the classical regular case, in the above-mentioned singular case the estimate of the claimed type is valid for one-dimensional integral transformation (so-called pure Fourier-Bessel transformation): a weighted \( L_\infty \)-norm of the transform is estimated from above by its weighted \( L_2 \)-norm.

Then we apply the obtained estimate to singular ordinary differential equations containing Bessel operator. Using the fact that in Fourier-Bessel images Bessel operator acts as a multiplier, we find the following estimates for norms of their solutions:

\[
\|u\|_\infty \leq u(0),
\]

\[
\|r^{\frac{\alpha}{2}} u\|_\infty \leq C \|r^{-\frac{\alpha-1}{2}} u\|_2.
\]

We also use the estimates for mixed Fourier-Bessel transforms (i.e. for the multidimensional case) of non-negative functions, obtained in [6], and find the following estimates for solutions of partial differential equations containing Bessel operator:

\[
\|r^\gamma S_{p,q} u\|_\infty \leq \|r^{-\gamma-1} S_{p,q} u\|_1,
\]

if the number of non-special variables is more than 1;

\[
\|r^\gamma S_{p,q} u\|_\infty \leq \|r^{-\gamma-1} u^2(0, y)\|_1,
\]

if the non-special variable \( x \) is single.

Here \( S_{p,q} \) denotes the weighted hemispherical mean value of \( |\cdot|^2 \) with the weight \( |x|^p y^q \), constant \( C \) and the allowed values of parameters \( p, q, \alpha, \beta, \gamma \) are determined by the dimension of the space and the index of the Bessel function from the kernel of the transformation (or the parameter at the singularity of the Bessel operator contained in the equation).

2. Preliminaries

In this section we introduce the necessary notations and definitions; we also recall the properties of the Fourier-Bessel transformation.

Let \( k \doteq 2\nu + 1 \) be a positive parameter. In what follows, all the absolute constants generally depend on \( \nu \) and \( \eta \). We write

\[
\mathbb{R}_+^{n+1} \doteq \{(x,y) \mid x \in \mathbb{R}^n, \ y > 0\}.
\]
$S_+(r)$ denotes the upper hemisphere in $\mathbb{R}_+^{n+1}$ with radius $r$, centred at the origin; $dS_z$ denotes the surface measure with respect to the (vector) variable $z$. Also, let for $\mu > 0$

$$L_{p,\mu}(\mathbb{R}_+^{n+1}) \equiv \left\{ f \mid \|f\| = \left( \int_{\mathbb{R}_+^{n+1}} y^\mu |f(x, y)|^p \,dxdy \right)^{\frac{1}{p}} < \infty \right\}, \quad p \text{ finite};$$

$$L_{\infty,\mu}(\mathbb{R}_+^{n+1}) \equiv \left\{ f \mid \|f\| = \text{vrai sup } y^\mu |f(x, y)| < \infty \right\}.$$

Further, let

$$S_{p,\mu}(r) \equiv \int_{S_+(1)} |x|^p y^\mu |f(rx, ry)|^2 \,dS_{x,y}.$$

The set of infinitely smooth functions with compact support defined on $\mathbb{R}_+^{n+1}$ is denoted by $C_c^\infty(\mathbb{R}_+^{n+1})$. We consider the subset of $C_c^\infty(\mathbb{R}_+^{n+1})$ consisting of even functions with respect to $y$, and denote by $C_{0,\even}^\infty(\mathbb{R}_+^{n+1})$ the set of restrictions of elements of that subset to $\mathbb{R}_+^{n+1}$. The space $C_{0,\even}^\infty(\mathbb{R}_+^{n+1})$ is known as the space of test functions.

Distributions on $C_{0,\even}^\infty(\mathbb{R}_+^{n+1})$ are introduced (following, for example, [1]) with respect to the degenerative measure $y^\mu dxdy$ by

$$\langle f, \varphi \rangle \equiv \int_{\mathbb{R}_+^{n+1}} y^\mu f(x, y) \varphi(x, y) \,dxdy \quad \text{for any } \varphi \in C_{0,\even}^\infty(\mathbb{R}_+^{n+1}). \quad (2)$$

Thus, all linear continuous functionals on $C_{0,\even}^\infty(\mathbb{R}_+^{n+1})$ which are given by (2) (with $f \in L_{1,\mu,\text{loc}}(\mathbb{R}_+^{n+1})$) are called regular (and the corresponding function $f$ is called ordinary).

The Fourier-Bessel transformation is given by [2]:

$$\mathcal{F}_b(f) = \int_{\mathbb{R}_+^{n+1}} j_\nu(\eta \xi) e^{-i\xi \cdot z} f(x, y) \,dxdy,$$

where $j_\nu(z) = J_\nu(z)/z^\nu$ is the normalised (in the uniform sense) Bessel function.

We note that

$$f(x, y) = C \int_{\mathbb{R}_+^{n+1}} \eta^\nu j_\nu(\eta \xi) e^{i\xi \cdot z} \tilde{f}(\xi, \eta) \,d\xi d\eta.$$

In the one-dimensional case, naturally

$$\tilde{f}(\eta) = \mathcal{F}_b(f)(\eta) = \int_{\mathbb{R}_+} y^\nu j_\nu(\eta y) f(y) \,dy$$

(pure Fourier-Bessel transformation).

Correspondingly,

$$f(y) = C \int_{\mathbb{R}_+} \eta^\nu j_\nu(\eta y) \tilde{f}(\eta) \,d\eta.$$

The generalized shift operator corresponding to the considered degenerative measure is found (for the one-dimensional case) in [4]:
\[ T^h_y f(y) \overset{\text{def}}{=} C \int_0^\pi f\left(\sqrt{y^2 + h^2 - 2y h \cos \theta}\right) \sin^{k-1} \theta \, d\theta \quad (3) \]

such that

\[ \int_0^\infty \eta^k g(\eta) T^h_y f(y) \, d\eta = \int_0^\infty \eta^k f(\eta) T^h_y g(y) \, d\eta, \]

and therefore one can introduce the generalized convolution:

\[ (f * g)(y) \overset{\text{def}}{=} \int_0^\infty \eta^k f(\eta) T^h_y g(y) \, d\eta \]

such that \( \hat{f} \ast \hat{g} = \hat{f} \hat{g} \) (see also [3]).

In the general case of mixed Fourier-Bessel transformation the generalized shift operator is constructed as superposition of (3) with respect to the special variable \( y \) and classical shift operators with respect to the remaining variables.

\( B \overset{\text{def}}{=} B_{k,y} \) denotes Bessel operator:

\[ Bu = \frac{1}{y^k} \frac{d}{dy} \left( y^k \frac{d}{dy} \right) f(y). \]

Also, let

\[ \Delta B \overset{\text{def}}{=} \sum_{j=1}^n \frac{\partial^2}{\partial x_j^2} + \frac{1}{y^k} \frac{\partial}{\partial y} \left( y^k \frac{\partial}{\partial y} \right). \]

### 3. Estimates for Fourier-Bessel transforms of non-negative functions

We start the investigation from the case of pure Fourier-Bessel transformation (i.e. from the one-dimensional case). So let a non-negative \( f \) belongs to \( f \in L_{1,k}(\mathbb{R}_+) \cap L_{2,k}(\mathbb{R}_+) \).

Our claim is to prove the inequality

\[ \| r^{\frac{\alpha}{2}} \hat{f} \|_\infty \leq C \| r^{\frac{\alpha-1}{2}} \hat{f} \|_2 \quad (4) \]

for any \( \alpha \in (0, \frac{k}{2}) \).

First of all we will prove (4) for the largest claimed value of \( \alpha \); then the result will be extended for the whole interval \( (0, \frac{k}{2}) \).

Under our assumptions \( \hat{f} \) is an ordinary function belonging to \( L_{2,k}(\mathbb{R}_+) \) (see [2]) and then the integral \( \int y^k f(y) j_\nu(ry) \, dy \) converges absolutely for almost every positive \( r \). Therefore

\[ \hat{f}'(r) = \int_0^\infty y^k f(y) j_\nu(ry) \, dy \int_0^\infty \eta^k f(\eta) j_\nu(\eta r) \, d\eta = \int_0^\infty \int_0^\infty y^k \eta^k f(y) f(\eta) j_\nu(ry) j_\nu(\eta r) \, dy \, d\eta. \]
Taking into account that \( j_\nu(ry)j_\nu(r\eta) = T^\nu_y j_\nu(ry) \) (see [4]) we obtain:

\[
\int_0^\infty y^k \eta^k f(y)f(\eta) T^\nu_y j_\nu(ry) d\eta = \int_0^\infty \eta^k f(\eta) \int_0^\infty y^k j_\nu(ry) T^\nu_y f(y) d\eta dy.
\]

We note that \( f \geq 0 \) and the generalized shift operator preserves the sign; on the other hand \( |j_\nu(ry)| = \left| \frac{J_\nu(ry)}{(ry)^\nu} \right| \leq \frac{C}{(ry)^{\nu+\frac{1}{2}}} = \frac{C}{(ry)^{\frac{3}{2}}} \). Hence

\[
\int_0^\infty \eta^k f(\eta) \int_0^\infty y^k \frac{1}{(ry)^{\frac{3}{2}}} T^\nu_y f(y) d\eta dy = C \int_0^\infty \eta^k f(\eta) \int_0^\infty y^k \frac{1}{(ry)^{\frac{3}{2}}} T^\nu_y f(y) d\eta dy
\]

under the assumption that the integral at the right-hand side of (5) converges.

Now we will prove that it converges indeed.

\[
\int_0^\infty \eta^k f(\eta) \int_0^\infty y^k \frac{1}{(ry)^{\frac{3}{2}}} T^\nu_y f(y) d\eta dy = \int_0^\infty \eta^k f(\eta) \int_0^\infty y^k f(y) T^\nu_y y^{-\frac{3}{2}} d\eta dy =
\]

\[
= \frac{1}{r^{\frac{3}{2}}} \int_0^\infty \eta^k f(\eta) \langle f * y^{-\frac{3}{2}} \rangle(\eta) d\eta = r^{-\frac{3}{2}} \langle f, f * y^{-\frac{3}{2}} \rangle =
\]

\[
r^{-\frac{3}{2}} \langle \tilde{f}, \mathcal{F}_b(f * y^{-\frac{3}{2}}) \rangle = r^{-\frac{3}{2}} \langle \tilde{f} y^{-\frac{3}{2}}, \tilde{f} \rangle = r^{-\frac{3}{2}} \langle y^{-\frac{3}{2}}, \tilde{f}^2 \rangle.
\]

The formulas for the Fourier transform of the Riesz kernel and for the Fourier transform of a radial function (see for instance [10], p. 155) trivially imply that \( y^s = C_s y^{s-k-1} \) for \( s \in (0, k+1) \). Therefore

\[
r^{-\frac{3}{2}} \langle \tilde{f} y^{-\frac{3}{2}}, \tilde{f}^2 \rangle = r^{-\frac{3}{2}} \langle y^{\frac{s}{2} - k - 1}, \tilde{f}^2 \rangle = \frac{1}{r^{\frac{3}{2}}} \int_0^\infty y^{\frac{s}{2} - 1} \tilde{f}^2(y) dy.
\]

The last integral converges by the virtue of the following reasons:

\[
\tilde{f}(0) = \int_0^\infty y^{k} f(y) dy < \infty \quad (because \ f \in L_{1,k}(R_+)) \quad \text{and} \quad \frac{k}{2} - 1 > -1 \quad \text{hence the singularity at the origin is integrable};
\]

\( f \in L_{2,k}(R_+) \) therefore \( \tilde{f} \in L_{2,k}(R_+) \) (see [2]) and \( \frac{k}{2} - 1 < k \) so there is a sufficient rate of decay at infinity.

The proved convergence means that all the operations leading from (5) to (6) are really legible i.e.

\[
\tilde{f}^2(r) \leq C \int_0^\infty r^{\frac{3}{2}} y^{\frac{s}{2} - 1} \tilde{f}^2(y) dy \quad \text{on} \ (0, +\infty).
\]

The following statement is therefore true:
Lemma 3.1 There exists $C$ such that for any non-negative $f$ from $L_{1,k}(\mathbb{R}_+) \cap L_{2,k}(\mathbb{R}_+)$

$$
\sup_{\mathbb{R}_+} r^\frac{k}{2} f^2(r) \leq C \int_0^\infty y^{\frac{k}{2} - 1} \bar{f}^2(y)dy. 
$$

(7)

The inequality (7) is actually the claimed inequality (4) with the particular value of the parameter $\alpha$: $\alpha = \frac{k}{2}$. Now we will extend (4) to the whole claimed interval.

We define $f_\gamma$ as follows: $f_\gamma \overset{\text{def}}{=} f \ast y^{\gamma - k - 1}$, where $\gamma \overset{\text{def}}{=} \frac{1}{2} \left( \frac{k}{2} - \alpha \right) > 0$. One cannot apply (7) to $f_\gamma$ immediately because it is not proved that $f_\gamma$ satisfies the conditions of Lemma 3.1.

Let us prove the validity of (7) for $f_\gamma$. A formal application of the formula for the Fourier-Bessel transformation to the generalized convolution gives: $f_\gamma = C_\gamma \bar{f} y^{-\gamma}$. The right-hand side of the last equality belongs to $L_{2,k}(\mathbb{R}_+)$ because $\int_0^\infty y^{k - 2\gamma} \bar{f}^2(y)dy$ converges. Really

$k - 2\gamma > \frac{k}{2} > 0$ and $\bar{f}(0) = \int_0^\infty y^k f(y)dy < \infty \Rightarrow$ there is no singularity at the origin at all;

$k - 2\gamma < k$ and $\tilde{f} \in L_{2,k}(\mathbb{R}_+)$ (since $f \in L_{2,k}(\mathbb{R}_+)$, see [2]) $\Rightarrow$ there is a sufficient rate of decay at infinity.

Hence $\tilde{f} y^{-\gamma}$ is an ordinary function and therefore (see [3] and [4]) the above-mentioned formal application is valid i.e. $\bar{f}_\gamma$ is really equal to $C_\gamma \bar{f} y^{-\gamma}$ and $f_\gamma(r) = \int_0^\infty y^k f(y) j_\nu(ry)dy$

for almost every positive $r$. Then similarly to $\bar{f}^2(r)$

$$
\bar{f}_\gamma^2(r) \leq C r^{-\frac{k}{2}} \int_0^\infty \eta^k f_\gamma(\eta) \int_0^\infty y^k f(y) T_\gamma^n y^{-\frac{k}{2}} dy d\eta 
$$

(8)

under the assumption that the integral at the right-hand side of (8) converges. Let us prove that it converges indeed.

After the formal changing of the order of the integration and the formal transport of $T_\gamma^n$ to another factor we obtain that the mentioned integral is equal to

$$
\int_0^\infty y^{\frac{k}{2} - 1} \bar{f}_\gamma^2(y)dy = C_\gamma^2 \int_0^\infty y^{\frac{k}{2} - 1} \bar{f}^2(y) y^{-2\gamma} dy = C_\gamma^2 \int_0^\infty y^{\alpha - 1} \bar{f}^2(y)dy.
$$

It converges by the virtue of the following reasons:

since $\alpha$ is less than $k + 1$ then it converges at infinity because $\tilde{f} \in L_{2,k}(\mathbb{R}_+)$;

since $\alpha$ is positive then it converges at the origin because $\bar{f}(0)$ equals to the convergent integral $\int_0^\infty y^k f(y)dy$. 

A.B. Muravnik
So
\[ \tilde{f}_\gamma^2(r) \leq \frac{C}{r^\frac{k}{2}} \int_0^\infty y^{\frac{k}{2}-1} \tilde{f}_\gamma^2(y) \, dy \quad \text{on } (0, +\infty) \]
that is Lemma 3.1 is valid for \( f_\gamma \) indeed.

Now we can substitute \( f_\gamma \) instead of \( f \) to (7).
It yields:
\[ C_\gamma^2 \sup_{R_+} r^{\frac{k}{2}-2\gamma} f^2(r) \leq CC_\gamma^2 \int_0^\infty y^{\frac{k}{2}-1-2\gamma} \tilde{f}^2(y) \, dy. \]

Thus the following statement is true:

**Theorem 3.2** There exists \( C \) such that for any \( \alpha \in (0, \frac{k}{2}] \) and for any non-negative \( f \) from \( L_{1,k}(R_+) \cap L_{2,k}(R_+) \)
\[ \sup_{R_+} r^\alpha \tilde{f}^2(r) \leq C \int_0^\infty y^{\alpha-1} \tilde{f}^2(y) \, dy. \]

**Remark 3.3** Note that in the last inequality \( C \) does not depend on \( \alpha \).

The estimates for the case of mixed Fourier-Bessel transformation (i.e. for the multi-dimensional case) are found in [6]; we quote them here for completeness:
If \( n > 1 \), then for any \( p > -n \) and any \( q > -1 \) there exists \( C \) such that, for any \( \alpha \in (0, (n-1)/2) \), any \( \beta \in (0, k/2) \) and for \( (\alpha, \beta) = ((n-1)/2, k/2) \)
\[ \|r^{\alpha+\beta}S_{p+\alpha, q+\beta}\tilde{f}\|_\infty \leq C\|r^{\alpha+\beta-1}S_{-n, -\beta-1}\tilde{f}\|_1. \tag{9} \]
If \( n = 1 \), then for any \( p > -1 \) and any \( q > k/2 - 1 \) there exists \( C \) such that
\[ \|r^{\frac{k}{2}}S_{p,q}\tilde{f}\|_\infty \leq C\|\eta^{\frac{k}{2}-1}|\tilde{f}_{\eta=0}|^2\|_1. \tag{10} \]

**Remark 3.4** Belongness of \( f \) to \( L_{1,k} \cap L_{2,k} \) is assumed to provide the convergence of the right-hand side of the inequality. However, even without this assumption the inequality still holds formally. So we may keep only the assumption of non-negativity, that is (4), (9) and (10) are valid for measures.

4. Estimates for solutions of singular equations

In this section we apply the above results to estimate norms of solutions of differential equations with singular Bessel operator.
We will start from the case of ordinary equations.
Let \( u \) from \( L_{2,k}(R_+) \) satisfies (at least in the sense of distributions) the following equation:
\[ P(-B)u = f, \tag{11} \]
where \( P(t) \) is a polynomial with real coefficients.
Then \( \tilde{u} \) also belongs to \( L_{2,k}(\mathbb{R}^+) \) (see [2]) and

\[
P(\eta^2) \tilde{u}(\eta) = \tilde{f}(\eta).
\]

(12)

This implies that \( P(\eta^2) \in L_{2,k,\text{loc}}(\mathbb{R}^+) \) and \( u(\eta) \in L_{2,k,\text{loc}}(\mathbb{R}^+) \) that is \( \tilde{f}(\eta) \) is an ordinary function.

Thus (12) is an equality of ordinary functions and hence the following division is legible:

\[
\tilde{u}(\eta) = \frac{f(\eta)}{P(\eta^2)} \in L_{2,k}(\mathbb{R}^+).
\]

Now we denote \( \tilde{f}(\eta) / P(\eta^2) \) by \( g(\eta) \) and assume that \( g \) is non-negative and belongs to \( L_{1,k}(\mathbb{R}^+) \). Then \( g \) satisfies the conditions of Theorem 3.1 and \( u = \tilde{g} \).

Therefore there exists \( C \) such that for any \( \alpha \) from \( (0, \frac{1}{2}] \)

\[
\sup_{\mathbb{R}^+} r^\alpha u^2(r) \leq C \int_0^\infty y^{\alpha-1} u^2(y) dy.
\]

Thus the following statement is proved:

**Theorem 4.1** There exists \( C \) such that if \( \frac{f(\eta)}{P(\eta^2)} \) is non-negative and belongs to \( L_{1,k}(\mathbb{R}^+) \) then for any solution (at least in the sense of distributions) of (11) belonging to \( L_{2,k}(\mathbb{R}^+) \), for any \( \alpha \in (0, \frac{k}{2}] \)

\[
\|u\|_{\infty, \frac{\alpha}{2}} \leq C \|u\|_{2, \alpha-1}.
\]

(13)

Under the assumptions of Theorem 4.1 the \( L_\infty \)-norm of the solution also could be estimated:

\[
|u(y)| = |\tilde{g}(y)| = \left| \int_0^\infty \eta^k j_\nu(\eta y) g(\eta) d\eta \right| \leq \int_0^\infty \eta^k |g(\eta)| d\eta = \int_0^\infty \eta^k g(\eta) d\eta
\]

because \( g \) is assumed to be non-negative. The last integral converges (since we assume that \( g \) belongs to \( L_{1,k}(\mathbb{R}^+) \)) and equals to

\[
\int_0^\infty \eta^k j_\nu(0 \cdot \eta) g(\eta) d\eta = \tilde{g}(0) = u(0)
\]

hence \( u(0) \geq 0 \) and for any non-negative \( y \)

\[
|u(y)| \leq u(0).
\]

Thus the following statement is valid:
Fourier-Bessel transformation of measures

Theorem 4.2 If \( \frac{\hat{f}(\eta)}{P(\eta^2)} \) is non-negative and belongs to \( L_{1,k}(\mathbb{R}_+^n) \) then for any solution (at least in the sense of distributions) of (11) belonging to \( L_{2,k}(\mathbb{R}_+) \)

\[ u(0) \in [0, +\infty) \]

and

\[ \|u\|_\infty \leq u(0). \quad (14) \]

Now we can go to the case of partial differential equations. We will deal with the following equation:

\[ P(-\Delta_B) = f, \quad (15) \]

where \( P(t) \) is a polynomial with real coefficients. Similarly to the proof of Theorem 4.1 inequality (9) yields the following statement:

Theorem 4.3 Let \( n > 1, p > -n, q > -1; \) let \( \frac{\hat{f}(\xi, \eta)}{P(|\xi|^2 + \eta^2)} \) is non-negative and belongs to \( L_{1,k}(\mathbb{R}_+^{n+1}) \). Then there exists \( C \) such that, if \( u \) from \( L_{2,k}(\mathbb{R}_+^{n+1}) \) satisfies (15) (at least in the sense of distributions) then for any \( \alpha \) from \( (p, p+(n-1)/2) \), any \( \beta \) from \( (q, q+k/2) \) and for \( (\alpha, \beta) = (p+(n-1)/2, q+k/2) \)

\[ \|r^{\alpha+\beta-p-q}S_{\alpha,\beta}u\|_\infty \leq C\|r^{\alpha+\beta-p-q-1}S_{\alpha-n-p,\beta-q-1}u\|_1 \quad (16) \]

On the same way (10) leads to

Theorem 4.4 Let \( n = 1, p > -1, q > k/2 - 1; \) let \( \frac{\hat{f}(\xi, \eta)}{P(|\xi|^2 + \eta^2)} \) is non-negative and belongs to \( L_{1,k}(\mathbb{R}_+^2) \). Then there exists \( C \) such that, if \( u \) from \( L_{2,k}(\mathbb{R}_+^2) \) satisfies (15) (at least in the sense of distributions) then

\[ \|r^{\frac{1}{2}}S_{p,0}u\|_\infty \leq C\|y^{\frac{1}{2}-1}u^2(0,y)\|_1. \quad (17) \]

Remark 4.5 Note that under the assumptions of Theorem 4.1 (Theorem 4.3, Theorem 4.4 correspondingly) the right-hand side of (13) ((16), (17) correspondingly) always converges (similarly to inequality (4) under the assumptions of Theorem 3.1).

Remark 4.6 In the regular case of \( k = 0 \) we have (instead of (4)) a well-known property of the cosine-Fourier transform: the cosine-Fourier transform of a non-negative function achieves its supremum at the origin.

And the corresponding property of the regular equation \( P\left(-\frac{d^2}{dt^2}\right)u = f \) follows: if \( \frac{\hat{f}(\tau)}{P(\tau^2)} \) is non-negative and summable (here \( \hat{\cdot} \) denotes the cosine-Fourier transform) then any square-summable solution of the last equation achieves its supremum at the origin (cf. (14)).
Remark 4.7 Note, however, that Theorem 4.1 has no analog in the regular case: since \( u(0) \) is positive by the virtue of Theorem 4.2 (unless the solution is trivial) then the integral in the right-hand side of (13) would diverge.

It should be mentioned that although estimate (1) is sharp for weight \( a \) in \((0, (n-1)/2]\), additional (besides the non-negativity) assumptions about \( f \) can improve that result. P. Sjölin in [9] proved that if \( f \) is also radial and compactly supported then weights in the right-hand side and left-hand side of (1) are connected by an inequality and belong to a wider interval than the one in [5]; the sharpness of the strengthened results is also proved in [9]. Sjölin’s approach (which is different from the basic idea of [5]) is applicable in the non-classical case too: in [8] we obtain the mentioned strengthened estimates for pure Fourier-Bessel transformation and prove their sharpness.

Note, however, that Sjölin’s assumption about radiality in fact restricts the consideration to one-variable functions. In the general multi-dimensional case the question about strengthened estimates and their sharpness is still opened even the classical case of Fourier transformation; up to now that problem is solved only for the case of two dimensions (see [11]).
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Using splitting theory of Vogt we show that any system of normal boundary operators admits a tame linear right inverse in the space of smooth functions on a bounded domain.
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Let \( \Omega \subset \mathbb{R}^n \) be a bounded open set with \( C^\infty \)-boundary. Consider differential operators

\[
B_j = B_j(x, \partial) = \sum_{|\beta| \leq m_j} b_{j, \beta}(x) \partial^\beta, \quad j = 1, \ldots, p
\]

where \( b_{j, \beta} \in C^\infty(\Omega) \). The set \( \{B_j\}_{j=1}^p \) is called normal (cf. [3], [8]) if \( m_j \neq m_i \) for \( j \neq i \) and if \( B_j^p(x, \nu) \neq 0 \) for \( j = 1, \ldots, p \) and any \( x \in \partial \Omega \) where \( \nu = \nu(x) \) denotes the inward normal vector to \( \partial \Omega \) at \( x \) and \( B_j^p \) denotes the principal part of \( B_j \). A normal set \( \{B_j\}_{j=1}^p \) is called a Dirichlet system if \( m_j = j - 1, j = 1, \ldots, p \). We can e.g. consider the Dirichlet boundary conditions \( u \mapsto (\frac{\partial^{j-1} u}{\partial \nu^{j-1}})_{j=1}^p \) which give for each \( k \geq p \) a trace

\[
T_k^p : H^k(\Omega) \rightarrow \prod_{i=1}^p H^{k-i+1/2}(\partial \Omega), \quad T_k^p u = \left\{ \left( \frac{\partial^{j-1} u}{\partial \nu^{j-1}} \right)_{j=1}^p \right\}.
\]

The operators \( T_k^p \) are surjective admitting a continuous linear right inverse \( Z_k^p \) depending on \( k \) ([3], [8]). We shall construct a tame linear right inverse for the induced trace \( T_k^p : H^\infty(\Omega) \rightarrow H^\infty(\partial \Omega)^p \) using splitting theory of Vogt (cf. [5], [6], [7]). Here \( H^\infty(\Omega), H^\infty(\partial \Omega) \) denote the intersection of all Sobolev spaces \( H^k(\Omega), H^k(\partial \Omega) \), respectively. A linear map \( A : E \rightarrow F \) between Fréchet spaces equipped with fixed seminorms \( |_k \) of seminorms is called tame if there is \( b \) such that for any \( k \) there is \( C \) such that \( |Ax|_k \leq C|x|_{k+b} \) for all \( x \).

Let \( (F_k)_k, (G_k)_k \) be Hilbert spaces with continuous imbeddings \( F_{k+1} \hookrightarrow F_k, G_{k+1} \hookrightarrow G_k \). Let \( T_k : F_k \rightarrow G_k \) be surjective continuous linear maps such that \( (T_k)|_{F_k} = T_{k+1} \). Let \( E_k = N(T_k) \) denote the kernel of \( T_k \), thus \( E_{k+1} \rightarrow E_k \). We have exact sequences

\[
0 \rightarrow E_k \rightarrow F_k \xrightarrow{T_k} G_k \rightarrow 0.
\]

We equip the Fréchet spaces \( E = \bigcap_k E_k, F = \bigcap_k F_k, G = \bigcap_k G_k \) with the induced norms. We then have a mapping \( T : F \rightarrow G \) defined by \( T x = T_k x, x \in F \) where \( N(T) = E \).
Lemma. Let $E_k, F_k, G_k, T_k$ and $E, F, G, T$ be as above where (3) is an exact sequence of Hilbert spaces for each $k$. Assume that there are tame isomorphisms $E \cong \Lambda_1, G \cong \Lambda_2$ for certain power series spaces of infinite type $\Lambda_1, \Lambda_2$. Then the sequence of Fréchet spaces

$$0 \rightarrow E \leftarrow F \xrightarrow{T} G \rightarrow 0$$

(4)
is exact and splits tamely, i.e., there is a tame linear map $Z : G \rightarrow F$ such that $T \circ Z = \text{Id}_G$.

Proof. This follows from the tame splitting theorem [5, Theorem 6.1] (cf. [7]).

Theorem. Let $\{B_j\}_{j=1}^p$ be a normal system on $\partial \Omega$. Then there exists a tame linear map $R : H^\infty(\partial \Omega)^p \rightarrow H^\infty(\Omega)$ such that $B_j R g = g_j, j = 1, \ldots, p$, for each $g = \{g_j\}_{j=1}^p$.

Proof. The trace operator $T_k^p$ induces for $k \geq p$ an exact sequence of Hilbert spaces

$$0 \rightarrow N(T_k^p) \leftarrow H^k(\Omega) \xrightarrow{T_k^p} \prod_{i=1}^p H^{k-i+1/2}(\partial \Omega) \rightarrow 0$$

(5)

and a corresponding sequence of Fréchet spaces

$$0 \rightarrow N(T^p) \leftarrow H^\infty(\Omega) \xrightarrow{T^p} H^\infty(\partial \Omega)^p \rightarrow 0.$$  

(6)

By usual methods (cf. [8, Theorem 14.1]) we may assume that $\{B_j\}_{j=1}^p = T^p$. By [4, 4.10,4.14] the spaces $H^\infty(\Omega), H^\infty(\partial \Omega)^p$ are each tamely isomorphic to power series spaces of infinite type. We consider $\Delta^p$ (the Laplacian) as an operator in $L^2(\Omega)$ with domain $D_p = N(T_0^p) = \{ u \in H^2(\Omega) : T_0^p u = 0 \}$. The spectrum of $\Delta^p$ is discrete (cf. [2, Theorem 17]). We choose $\lambda$ such that $\Delta^p - \lambda$ is an isomorphism $D_p \rightarrow L^2(\Omega)$. Then $\Delta^p - \lambda : N(T^p) \rightarrow H^\infty(\Omega)$ is an isomorphism (cf. [8]) which is a tame isomorphism by classical elliptic estimates (cf. [1, Theorem 15.2]). Hence $N(T^p) \cong H^\infty(\Omega)$ tamely isomorphic. By the Lemma the sequence (6) splits tamely. This gives the result.

REFERENCES

Operators into Hardy spaces
and analytic Pettis integrable functions *

Francisco J. Freniche, Juan Carlos García-Vázquez
and Luis Rodríguez-Piazza

Departamento de Análisis Matemático, Universidad de Sevilla,
P.O. Box 41080, Sevilla, Spain.

To Professor Manuel Valdivia on the occasion of his seventieth birthday.

Abstract

We present some recent results on operators with values in Hardy spaces and vector valued functions. Some compact operators are constructed which are not representable by functions and the non coincidence of the vector valued Hardy spaces with either the projective or the injective tensor product is proved. We improve some previous results on the failure of Fatou’s theorem on radial almost everywhere convergence for analytic Pettis integrable functions.
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1. Introduction

In this work we collect some recent contributions of the authors to the representability of operators and to the Pettis integrability. We shall focus our attention on Hardy spaces. Most of the results we present are contained in [8] and [9], but we have included new constructions improving some of them.

A natural question that arises in the context of operators with values in function spaces is that of the representability by a vector valued function. Namely, if \( \mathcal{F}(S) \) is a Banach space of functions on a set \( S \), \( X \) is a Banach space and \( u : X \rightarrow \mathcal{F}(S) \) is an operator, the question is to find a function \( F : S \rightarrow X^* \) satisfying \( ux(\cdot) = \langle F(\cdot), x \rangle \) for all \( x \in X \). If the evaluation \( \delta_x \) at each point of \( S \) is a continuous functional on \( \mathcal{F}(S) \) then the function \( F \) does exist: it is enough to define \( \langle F(s), x \rangle = \delta_x(u x) \). This is the case when the function space is a space \( C(S) \) of continuous functions on a compact Hausdorff space. On the other hand, the identity operator on \( L^1[0,1] \) is an example of an operator which is not representable.

We are interested in the case when the space of functions is the Hardy space \( H^p \). This space can be viewed in two different ways as a function space: as a space of analytic functions and as a space of measurable functions. In this setting, the question of representability becomes more challenging.

*This research has been supported by DGICYT grant PB96-1327.
functions on the unit disk $D$, denoted by $H^p(D)$, and as a subspace of $L^p(T)$, where $T$ is the unit circle, denoted this time by $H^p(T)$. It is well known that if $f \in H^p(D)$, then its radial limit $\lim_{r \to 1^-} f(rz)$ exists for almost every $z \in T$ and defines a function in $H^p(T)$. Conversely, every $f \in H^p(T)$ is the boundary value of its Poisson integral, namely, of the analytic function on the disk given by $f(re^{it}) = P_r \ast f(e^{it})$, where $P_r$ is the Poisson kernel. This provides the natural identification between these two spaces.

If we think of $H^p$ as $H^p(D)$ then every operator $u : X \to H^p(D)$ can be represented by a function $F : D \to X^*$ defined by $\langle F(z), x \rangle = ux(z)$, which turns out to be analytic. If we think now the operator $u$ takes values into $H^p(T)$, then we can associate also an analytic $X^*$ valued function $F$ on $D$, defined by convolution with the Poisson kernel $\langle F(re^{it}), x \rangle = P_r \ast ux(t)$ [1]. If $F$ had radial limits almost everywhere, which is not always the case [4], then the function on $T$, still denoted by $F$, would represent $u$ because it would satisfy $\langle F(\cdot), x \rangle = ux(\cdot)$ for every $x \in X$, on the basis of the classical Fatou theorem. We prove in Section 2 that for any infinite dimensional Banach space $X$, there exists a compact operator $u : X \to H^p(T)$ which is not representable by any function on $T$, therefore the induced analytic function does not have radial limits. This result will be derived from a general result stated in Theorem 3, characterizing when every approximable operator $u : X \to F(S)$ is representable. In Theorem 3, $F(S)$ is a Banach space of measurable functions on a complete finite measure space, such that the convergence in the norm of $F(S)$ implies the convergence in measure.

In the third Section we shall see that even in the case that the operator is representable on $T$ by a Pettis integrable function $F : T \to X$, the corresponding function on $D$, the Poisson integral of $F$, may not have radial limits. This result shows the failure of Fatou’s theorem on radial almost everywhere convergence in the setting of the Pettis integral.

The question of extending classical theorems in Harmonic Analysis to the setting of vector valued functions has been considered by a number of authors [1], [2], [3], [13], [12], etc. Section 3 is devoted to the problem of whether the Poisson integral of a Pettis integrable function on the torus $T$ has radial limits almost everywhere and if there exists a conjugate function. Regarding the Bochner integral, it is well known that the question on Fatou’s theorem has a positive answer, by using the extension of Lebesgue’s differentiation theorem. On the other hand, some examples of Bochner integrable functions without conjugate functions are known (see for instance [13]). Nevertheless, for Bochner integrable functions taking values into a Banach space with the UMD property, the conjugate function does exist [21]. In [6], some examples are given of Pettis integrable functions not satisfying Lebesgue’s differentiation theorem.

Our first contribution [8, Section 1] is the proof that in every infinite dimensional Banach space $X$, for every $p \in [1, +\infty)$, a strongly measurable $p$-Pettis integrable function can be constructed which fails Fatou’s theorem and, at the same time, does not have a conjugate function, that is, the conjugate operator is not representable by a function. Of course, the Poisson integral of this function can not be analytic, thus the question of constructing analytic Pettis integrable functions without radial limits arises. In [8] and [9] we gave some partial answer to this problem, and we present in Section 3 of this paper the following new improvement of these previous results: for every infinite dimensional Banach space there exists a $p$-Pettis integrable analytic function $F : T \to X$ such that $\lim_{r \to 1^-} \|P_r \ast F(z)\| = +\infty$ for every $z \in T$. The operator $u : x^* \mapsto x^* \circ F$ takes values in
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$H^p(T)$ since $F$ is $p$-Pettis integrable and analytic. Moreover, the function $F$ represents this operator and its Poisson integral $G(riθ) = P_r * F(e^{iθ})$ is the analytic function on $D$ representing the operator $u$. The analytic function $G$ does not have radial limits even in the weak topology.

At the end of Section 2 we give an application to the vector valued Hardy space $H^p(T, X)$ which is defined as the subspace of the Bochner space $L^p(T, X)$ consisting of those $F$ whose Fourier coefficients

$$\hat{F}(k) = \frac{1}{2\pi} \int_0^{2\pi} F(t)e^{-ikt} dt = 0$$

for any frequency $k < 0$. It is shown in Corollary 6 that the injective tensor product $H^p(T)\hat{\otimes}_e X$ does not coincide with $H^p(T, X)$, for infinite dimensional $X$. Considering the same question for the projective tensor product $H^p(T)\tilde{\otimes}_e X$, we present in the last Section of this paper our improvements of some results in [2]. We prove in Corollary 14 that the projective norm is strictly finer than the $L^p$-norm whenever the space $X$ is infinite dimensional. The techniques we use apply to some other classes of closed subspaces of $L^p$ instead of $H^p$, and so it is in this general setting that the results are presented.

In this article we shall use standard notations as can be found in [5], [18], [19].

2. Representability of operators into function spaces

In this Section, $(S, \Sigma, \sigma)$ will be a finite complete measure space and $\mathcal{F}(S)$ will be a Banach space which is a linear subspace of $L^0(S)$, the linear space of (classes of) measurable scalar functions on $S$. We shall assume that the canonical inclusion from $L^0(S)$ into $L^0(S)$ is continuous when $L^0(S)$ is endowed with the topology of the convergence in measure.

First of all we define the concept of representable operator:

**Definition 1** An operator $u : X \to \mathcal{F}(S)$ is representable by an $X^*$-valued function if there exists a function $F : S \to X^*$ such that for every $x \in X$, $\langle F(\cdot), x \rangle = ux(\cdot)$ holds almost everywhere.

Let us observe that the function $F$ which represents the operator $u$ is weak*-scalarly measurable. We shall also say that $u$ is the associated operator to the function $F$.

Now we state a result which shows the connection between representability and order boundedness. That the condition in Proposition 2 below is sufficient is a consequence of the existence of a lifting [14], as it was pointed out in [10]. That the condition is necessary follows from an easy modification of a result by Stefansson [22, Lemma 2.6].

**Proposition 2** Let $X$ be a Banach space. Let $u : X \to \mathcal{F}(S)$ be a bounded operator. Then $u$ is representable by an $X^*$-valued function if and only if there exists a measurable function $h : S \to \mathbb{R}$ such that, for every $x \in X$, $|ux(\cdot)| \leq \|x\|h(\cdot)$ almost everywhere.

In the next result, $L^0(S, Z)$ is the space of strongly measurable functions with values in the Banach space $Z$, endowed with the convergence in measure. We recall that $L^0(S, Z)$
is metrizable and complete. For instance, a translation invariant metric generating this topology is given by
\[ \rho(F, G) = \int_S \inf \{1, \|F(s) - G(s)\|\} \, d\sigma(s), \]
for \( F, G \in L^0(S, Z) \).

Let us recall that, given two Banach spaces \( X \) and \( Y \), every tensor \( u \in Y \otimes X^* \) can be viewed as a finite rank operator \( u : X \to Y \) (if \( u = y \otimes x^* \) then \( ux = \langle x^*, x \rangle y \), for every \( x \in X \)). The injective norm coincides with the operator norm under this identification. When endowed with this norm the tensor product will be denoted by \( Y \hat{\otimes}_e X^* \), and the completion \( Y \hat{\otimes}_e X^* \) is a subspace of the space of compact operators from \( X \) into \( Y \). If \( X^* \) or \( Y \) has the approximation property, then \( Y \hat{\otimes}_e X^* \) is the whole space of compact operators.

Let us consider the natural inclusion \( I \) taking \( f \otimes x^* \) into \( f(\cdot)x^* \) from \( \mathcal{F}(S) \otimes X^* \) into \( L^0(S, X^*) \). If it is continuous, then as \( L^0(S, X^*) \) is complete, it can be extended to the whole \( \mathcal{F}(S) \otimes X^* \). In this case every approximable operator \( u : X \to \mathcal{F}(S) \) is representable by a function in \( L^0(S, X^*) \). It turns out that the continuity of this injection characterizes when every approximable operator with values in \( \mathcal{F}(S) \) is representable, and this is the content of the following theorem. We give here just a sketch of its proof; the details can be found in [9].

**Theorem 3** Let \( X \) be a Banach space and let \( Z \) be a closed subspace of \( X^* \). Then the following conditions are equivalent:

1. The natural inclusion from \( \mathcal{F}(S) \otimes Z \) with the injective norm into \( L^0(S, Z) \) is a continuous operator.

2. Every operator \( u \in \mathcal{F}(S) \hat{\otimes}_e Z \) is representable by a strongly measurable \( Z \)-valued function.

3. Every operator \( u \in \mathcal{F}(S) \hat{\otimes}_e Z \) is representable by a \( X^* \)-valued function.

**Proof.** The argument to prove that (1) implies (2) has already been given. That (3) follows from (2) is obvious. Thus we need only to prove that (3) implies (1). We argue by contradiction, assuming that the inclusion \( I \) from \( \mathcal{F}(S) \otimes Z \) into \( L^0(S, Z) \) is not continuous. Let \( \rho \) be the given metric of \( L^0(S, Z) \). We have:

Claim. There exists \( C > 0 \) such that for every closed subspace \( Y \subset Z \) with \( \text{dim}(Z/Y) < \infty \) and for every \( \delta > 0 \), there exists an operator \( u \in \mathcal{F}(S) \otimes Y \) satisfying \( \|u\| < \delta \) and \( \rho(Iu, 0) > C \).

The proof of this claim is based upon the facts that \( Y \) is complemented in \( Z \) and that, if \( Y_0 \) is a complement of \( Y \), the inclusion \( \mathcal{F}(S) \otimes Y_0 \to L^0(S, Z) \) is continuous, since \( Y_0 \) is finite dimensional and the inclusion from \( \mathcal{F}(S) \) into \( L^0(S) \) is continuous.

Using the claim we construct, by induction, a sequence \( (E_k) \) of finite dimensional subspaces of \( Z \), a sequence \( (u_k) \) of operators in \( \mathcal{F}(S) \otimes E_k \), and an increasing sequence \( (D_k) \) of finite subsets of the unit ball \( B_X \) such that:

(a) \( \rho(Iu_k, 0) > C \),

(b) \( \mathcal{F}(S) \otimes E = \mathcal{F}(S) \hat{\otimes}_e Z \),

(c) \( (u_k) \) is a Cauchy sequence in \( L^0(S, Z) \) with respect to \( \rho \).
(b) $\|u_k\| < 1/k^3$,

c) $\|x^*\| \leq 2 \sup_{x \in D_k} |(x^*, x)|$, for every $x^* \in E_1 + \ldots + E_k$, and,

d) $E_k \subset D^+_n = \{x^* \in Z : (x^*, x) = 0 \text{ for every } x \in D_n\}$, for every $k > n$.

Let $u = \sum_{k=1}^{\infty} k u_k$ in $\mathcal{F}(S) \otimes_e Z$. If $u$ were representable by an $X^*$-valued function, by Proposition 2, there would exist a measurable real valued function $h$ on $S$ such that $|ux(\cdot)| \leq h(\cdot)$ almost everywhere, for every $x \in B_X$.

We have that, by (d), $u_k x = 0$ for every $x \in D_n$ and every $k > n$. Then

$$ux = \sum_{k=1}^{n} k u_k x$$

for every $x \in D_n$. As the function $\sum_{k=1}^{n} k I u_k$ takes values in $E_1 + \ldots + E_n$ we have that

$$\| \sum_{k=1}^{n} kI u_k(s) \| \leq 2 \sup_{x \in D_n} |ux(s)| \leq 2h(s)$$

almost everywhere for every $n \in \mathbb{N}$.

It follows that $\|nI u_n(s)\| \leq 4h(s)$ almost everywhere for every $n \in \mathbb{N}$, and so $(I u_n)$ tends to zero in measure, a contradiction to (a). □

Let us observe that there exist spaces $\mathcal{F}(S)$ such that for every Banach space $Z$ the inclusion from $\mathcal{F}(S) \otimes_e Z$ into $L^0(S, Z)$ is continuous. For instance, the space $C(S)$ for $S$ a compact space and $\sigma$ a positive Radon measure, satisfies $C(S) \otimes_e Z = C(S, Z) \subset L^0(S, Z)$. Also the space $L^\infty(S)$ has the same property since $L^\infty(S) \otimes_e Z$ is isometrically a subspace of $L^\infty(S, X)$.

This is also the case of the inclusion from $H^p(D) \otimes_e Z$ into $L^0(D, Z)$. For the torus $T$ the situation is different, as we see in the following proposition, which will be needed in order to apply Theorem 3 to the Hardy space $H^p(T)$.

**Proposition 4** Let $1 \leq p < +\infty$. For every infinite dimensional Banach space $X$ the natural inclusion from $H^p(T) \otimes_e X$ into $L^0(T, X)$ is not continuous.

**Proof.** Let $m_k \geq 1$ be a Hadamard lacunary sequence of non negative integers. The sequence of exponential functions $e^{imk t}$ expands a copy of the Hilbert space $\ell^2$ inside $H^p(T)$ [23, I.8.20].

On the basis of Dvoretzky's theorem, we can choose in $X$, for each $n$, a normalized basic sequence $(x_k)_{k=1}^{n}$ 2-equivalent to the canonical basis of $\ell^2$. Consider the function $F_n(t) = \sum_{k=1}^{n} e^{imk t} x_k$ and the operator represented by $F_n$, $u_n = \sum_{k=1}^{n} e^{im_k t} \otimes x_k$.

For every $t \in T$ we have $\|F_n(t)\| = \|\sum_{k=1}^{n} e^{im_k t} x_k\|$ which behaves as $\sqrt{n}$. Thus the sequence $(F_n)$ is not bounded in measure.

On the other hand, for every $x^* \in X^*$ with $\|x^*\| \leq 1$, we have

$$\|u_n x^*\|_p = \|(F_n(\cdot), x^*)\|_p = \|\sum_{k=1}^{n} (x_k, x^*) e^{im_k t}\|_p$$

$$\leq C \left( \sum_{k=1}^{n} |(x_k, x^*)|^2 \right)^{1/2} \leq C \sup_{\|x\|_2 \leq 1} \left| \sum_{k=1}^{n} \alpha_k (x_k, x^*) \right| \leq C_1$$
for some finite constants $C$ and $C_1$. Thus the sequence $(u_n)$ is bounded in the operator norm. □

**Corollary 5** Let $1 \leq p < +\infty$. Let $X$ be an infinite dimensional Banach space. Then:

1. There exists a compact operator $u : X \to H^p(T)$ which is not representable.

2. There exists a weak*-to-weak continuous compact operator $u : X^* \to H^p(T)$ which is not representable.

**Proof.** It suffices to apply Theorem 3 and Proposition 4. □

From this corollary we shall derive the non coincidence of the vector valued Hardy space $H^p(T, X)$ with the injective tensor product $H^p(T) \hat{\otimes}_e X$. Indeed, the space $H^p(T, X)$ can be identified with a linear subspace of $H^p(T) \hat{\otimes}_e X$ under the map taking $F \in H^p(T, X)$ into the operator $u : x^* \mapsto x^* \circ F$ which is in $H^p(T) \hat{\otimes}_e X$. It is plain that the operator $u$ is representable precisely by the function $F$. Thus, it suffices to take $u \in H^p(T) \hat{\otimes}_e X$ which is not representable to obtain the next result:

**Corollary 6** If $X$ is an infinite dimensional Banach space and $1 \leq p < +\infty$ then $H^p(T, X) \neq H^p(T) \hat{\otimes}_e X$.

In fact, this result can be also derived directly from Proposition 4, without using Theorem 3. Indeed, if $H^p(T, X) = H^p(T) \hat{\otimes}_e X$, then the $L^p$-norm and the injective norm will be equivalent, as these spaces are complete. As the convergence in $L^p$ implies the convergence in measure, we would obtain that the inclusion from $H^p(T) \otimes_e X$ into $L^p(T, X)$ is continuous, contradicting Proposition 4.

To finish this Section we shall mention that Theorem 3 can also be applied to the case of $\mathcal{F}(S)$ is an order continuous Köthe function space defined on $(S, \Sigma, \sigma)$ in the sense of [18, 1.b.17]. As we always assumed $\sigma$ to be finite, we recall that $\mathcal{F}(S)$ is order continuous if and only if

$$\lim_{\sigma(A) \to 0} \|f \chi_A\|_{\mathcal{F}(S)} = 0,$$

with $f \in \mathcal{F}(S)$. Actually, the weaker condition

$$\lim_{\sigma(A) \to 0} \|\chi_A\|_{\mathcal{F}(S)} = 0$$

is sufficient to obtain the following theorem whose proof is given in [9]. So the Theorem applies not only to order continuous Köthe function spaces but also to some Orlicz spaces satisfying this condition which are not order continuous.

**Theorem 7** Let $\mathcal{F}(S)$ be a Köthe function space satisfying $\lim_{\sigma(A) \to 0} \|\chi_A\|_{\mathcal{F}(S)} = 0$. If $(S, \Sigma, \sigma)$ is not purely atomic and $X$ is an infinite dimensional Banach space, then the natural inclusion from $\mathcal{F}(S) \otimes_e X$ into $L^0(S, X)$ is not continuous. Thus there exists $u \in \mathcal{F}(S) \otimes_e X^*$ which is not representable.
This result improves the one by Robert in [20] where it is shown that if \( L \) is an order continuous Banach lattice and \( X \) is an infinite dimensional Banach space, then there exists a bounded operator \( u : X \to L \) which is not order bounded, that is, there is no \( h \in L \) satisfying \( |ux| \leq \|x\|h \) for every \( x \in X \). Indeed, for non purely atomic order continuous Köthe function spaces, it follows from our results and the fact that every order bounded operator is representable, that there exists a operator \( u : X \to L \) which is not order bounded even when considered with values in \( L^0(S) \).

3. Analytic \( p \)-Pettis integrable functions failing Fatou’s theorem

Given a finite measure space \((S, \Sigma, \sigma)\) and a Banach space \( X \), it is said that a function \( F : S \to X \) is Pettis integrable when:

1. The function \( x^* \circ F \) is in \( L^1(S) \), for every \( x^* \in X^* \), and,

2. for every \( A \in \Sigma \), there exists \( \int_A F \, d\sigma \in X \), called the Pettis integral of \( F \) on \( A \), satisfying

\[
\langle x^*, \int_A F(\cdot) \, d\sigma \rangle = \int_A \langle x^*, F(\cdot) \rangle \, d\sigma,
\]

for every \( x^* \in X^* \).

If \( F \) is Pettis integrable, then, given \( f \in L^\infty(S) \), the function \( fF \) is also Pettis integrable. Therefore, for a Pettis integrable function \( F \) on the torus \( T \), the Fourier coefficients \( \hat{F}(k) \in X \) makes sense as a Pettis integral. Also the Poisson integral \( P_r * F \) of \( F \) have sense as an \( X \)-valued function.

Given \( p \in [1, +\infty) \), a Pettis integrable function \( F \) is said to be \( p \)-Pettis integrable when \( x^* \circ F \in L^p(S) \) for every \( x^* \in X^* \), and the operator \( x^* \in X^* \mapsto x^* \circ F \in L^p(S) \) is compact.

In this Section we shall prove that for every infinite dimensional Banach space \( X \), there exists an \( X \)-valued, analytic, strongly measurable, Pettis integrable function \( F : T \to X \) failing both Fatou’s and Lebesgue’s theorems on almost everywhere convergence of Poisson and Fejér means, respectively. We notice that we say that \( F \) is analytic whenever \( F(k) = 0 \) for every \( k < 0 \), or, equivalently, when the extension of \( F \) to the unit disk \( D \), obtained by convolution with the Poisson kernel, namely \( F(rz) = P_r * F(z) \) for every \( z \in T \), is an analytic function. We shall show that the function \( F \) also satisfies to be \( p \)-Pettis integrable for every \( p \in [1, +\infty) \). Observe that in the case of \( F \) being analytic and \( p \)-Pettis integrable then \( x^* \mapsto x^* \circ F \) takes \( X^* \) into \( H^p(T) \).

Let \( \mathcal{H} \) be the Hilbert transform taking \( f \in L^1(T) \) into \( \mathcal{H}(f) = \tilde{f} \), the conjugate function of \( f \). Given an operator \( u : X^* \to L^p(T) \), we shall say that the operator \( \tilde{u} : X^* \to L^p(T) \) is the conjugate operator of \( u \) if it satisfies \( \tilde{u}(x^*) = \mathcal{H}(ux^*) \) for every \( x^* \in X^* \). Observe that if \( p \neq 1 \) then every operator has a conjugate operator because of the Riesz Theorem on the \( L^p \)-boundedness of the Hilbert transform.

Let \( F \) be \( p \)-Pettis integrable, and let \( u_F : X^* \to L^p(T) \) be the operator induced by \( F \), that is, satisfying \( u_F x^* = x^* \circ F \) for every \( x^* \in X^* \); by definition, \( u_F \in L^p(T) \otimes_X X \). If \( u_F \) has a conjugate operator and it is representable by a function, in the sense of Definition 1, we will say that \( F \) admits a conjugate function. The following theorem was obtained in [8]:
Theorem 8 Let $1 \leq p < +\infty$ and let $X$ be an infinite dimensional Banach space. There exists a strongly measurable $p$-Pettis integrable function $F : T \to X$ such that
\[
\lim_{r \to 1^-} \|P_r * F(z)\| = +\infty, \quad \text{uniformly on } z \in T,
\]
and $F$ does not admit conjugate function.

As it was remarked there, the operator $u_F$ represented by the function $F$ in Theorem 8, has a conjugate operator, even for $p = 1$, but the conjugate operator is not representable. Actually, there exists an $X$-valued vector measure $\mu$ satisfying that $x^* \circ \mu$ is the measure with density $\mathcal{H}(x^* \circ F)$, for every $x^* \in X^*$.

As an application of Theorem 8 we obtain the non coincidence of two spaces of vector valued harmonic functions on the disk $D$, the spaces $h^*_p(D, X)$ and $h^p(D, X)$. These spaces where considered in [1]. Let us recall that $h^p(D, X)$ is the Banach space of harmonic $X$-valued functions $F$ on the unit disk such that
\[
\|F\|_{h^p} = \sup_{0 \leq r < 1} \left( \frac{1}{2\pi} \int_0^{2\pi} \|F(re^{it})\|^p \, dt \right)^{1/p} < +\infty.
\]
The space $h^*_p(D, X)$ is the Banach space of harmonic $X$-valued functions $F$ on the unit disk such that
\[
\|F\|_{h^*_p} = \sup_{0 \leq r < 1} \sup_{\|x^*\| \leq 1} \left( \frac{1}{2\pi} \int_0^{2\pi} |x^* \circ F(re^{it})|^p \, dt \right)^{1/p} < +\infty.
\]

Corollary 9 If $X$ is infinite dimensional and $1 \leq p < \infty$ then $h^*_p(D, X) \neq h^p(D, X)$.

The Poisson integral $P_r * F(e^{it})$ of the function $F$ in Theorem 8 is a harmonic non analytic function in $h^*_p(D, X)$ but not in $h^p(D, X)$, which does not have radial limits at any point. Thus the question of constructing an analytic Pettis integrable function with the last property arises. Partial results were given in both [8] and [9] and we give here a stronger result with a complete proof.

In the following lemma we shall denote by $\lambda$ the normalized Lebesgue measure on $T$, and by $\Sigma$ the $\sigma$-algebra of Borel sets of $T$. We shall make use of the fact that, when $T$ is identified with the unit circle, the map $z \mapsto z^M$ preserves the measure $\lambda$ for every integer $M \neq 0$. We shall also denote by $K_l$ the Fejér kernel and by $\sigma_l(F, z)$ the convolution $K_l * F(z)$, for $z \in T$ and for $F$ Pettis integrable on $T$.

Let us notice that we shall regard a bounded analytic function $G$ on $T$ as the extension to the torus of the analytic function on the unit disk $D$, denoted also by $G$, defined by $G(rz) = P_r * G(z)$.

Lemma 10 Given $a \in (0, 1)$, $\beta > 1$ and natural numbers $N, M$ with $N < M$, there exists a bounded analytic function $G : T \to \ell^2_N$ satisfying the following conditions:

1. $\lambda\{z \in T : \|G(z)\| > \sqrt{N}\} = a$.
2. $\|G(z)\| \leq \beta \sqrt{N}$ for every $z \in T$. 
3. $\|f_A Gd\lambda\| \leq \sqrt{1 + a\beta^2}$ for every $A \in \Sigma$.

4. For every $z \in T$ and every $r \in [(1/2)^{1/N}, (1/2)^{1/M}]$ we have

$$\|G(rz)\| \geq \frac{\sqrt{N}}{2} \exp\left(\frac{a \log \beta}{3}\right).$$

5. For every $z \in T$ and every integer $l$ such that $N \leq l < M$ we have

$$\|\sigma_l(G, z)\| \geq \frac{\sqrt{N}}{4} \exp(a \log \beta).$$

**Proof.** Let us identify the interval $I = (-\pi a, \pi a)$ with an arc in $T$, so that $\lambda(I) = a$. There exists $\varphi \in H^\infty(D)$ such that its boundary values satisfy almost everywhere $|\varphi(e^{it})| = \beta$ for $t \in I$, and $|\varphi(e^{it})| = 1$ otherwise, as well as

$$|\log |\varphi(re^{it})| = P_r \log |\varphi(e^{it})|$$

for all $t \in \mathbb{R}$ and all $r \in [0, 1)$ [7].

Consider the $\ell_2^N$-valued function $G(z) = (\varphi(z^M), z\varphi(z^M), \ldots, z^{N-1}\varphi(z^M))$ and let us put $f_j(z) = z^{j-1}\varphi(z^M)$ for $j = 1, \ldots, N$. It is clear that

$$\|f_j\|_2 = \left(\int_T |\varphi(z^M)|^2 d\lambda(z)\right)^{1/2} = \left(\int_T |\varphi(z)|^2 d\lambda(z)\right)^{1/2} \leq \sqrt{1 + \beta^2 a}.$$

Let us notice that $(f_j)_{j=1}^N$ is orthogonal in $H^2(T)$ since their Fourier series have disjoint supports. Indeed, $f_j(k) \neq 0$ implies that $k$ is congruent with $j-1$ modulus $M$. We have

$$\left\|\int_A Gd\lambda\right\|^2 = \sum_{j=1}^N \left|\int_A f_j d\lambda\right|^2 = \sum_{j=1}^N \|f_j\|_2^2 \left|\langle \chi_A, \frac{f_j}{\|f_j\|_2}\rangle\right|^2 \leq \|\chi_A\|_2^2 (1 + \beta^2 a),$$

for all measurable set $A$ and we have shown (3).

To prove (2) and (1), let us observe that $\|G(z)\| = \sqrt{N} |\varphi(z^M)|$ for every $z \in T$, therefore $\|G(z)\| \leq \beta \sqrt{N}$ and

$$\lambda\{z \in T : \|G(z)\| > \sqrt{N}\} = \lambda(I) = a.$$

It is easy to see that $P_r(t) \geq 1/3$ for every $r \in [0, 1/2]$ and $t \in T$. It follows that if $|z| \leq 1/2$ then $\log |\varphi(z)| \geq (a \log \beta)/3$, because of the choice of the function $\varphi$. Hence, if $r^M \leq 1/2$ and $z \in T$ then

$$|\varphi((rz)^M)| \geq \exp\left(\frac{a \log \beta}{3}\right),$$

and so we obtain (4), since if we also have $r^N \geq 1/2$, then

$$\|G(rz)\| \geq \left(\sum_{j=0}^{N-1} r^{2j}\right)^{1/2} \exp\left(\frac{a \log \beta}{3}\right) \geq \frac{\sqrt{N}}{2} \exp\left(\frac{a \log \beta}{3}\right).$$
In order to prove (5), we notice that 
\[ G(j) = \hat{\varphi}(0)e_{j+1} \] 
if \( 0 \leq j < N \) and \( \hat{G}(j) = 0 \) if \( N \leq j < M \), where \( (e_j)_{j=1}^N \) is the usual basis in \( \ell_2^N \). Then, if \( z \in \mathbb{T} \) and \( l \) is an integer with \( N \leq l < M \), then
\[
\|\sigma_l(G, z)\| = \left\| \sum_{j=0}^{N-1} \hat{\varphi}(0)\hat{K}_l(j)z^j e_{j+1} \right\| = |\hat{\varphi}(0)|\left(\sum_{j=0}^{N-1} \hat{K}_l(j)^2\right)^{1/2} = |\hat{\varphi}(0)|\left(\sum_{j=0}^{N-1} \left(1 - \frac{j}{l+1}\right)^2\right)^{1/2} = \frac{|\hat{\varphi}(0)|\sqrt{N}}{4}.
\]

To finish the proof, let us observe that the Fourier coefficient \( \hat{\varphi}(0) \) is the constant term of the analytic function \( \varphi \), hence \( |\hat{\varphi}(0)| = \exp(a \log \beta) \).

**Theorem 11** Let \( X \) be an infinite dimensional Banach space. There exists a strongly measurable function \( F : \mathbb{T} \to X \) which is analytic and \( p \)-Pettis integrable, for every \( p \in [1, +\infty) \), satisfying that
\[ \lim_{r \to 1^-} \left\| P_r \ast F(z) \right\| = +\infty, \quad \text{uniformly in } z \in \mathbb{T}. \]

In particular, for every \( z \in \mathbb{T} \), \( P_r \ast F(z) \) does not converge to \( F(z) \) as \( r \to 1^- \), even in the weak topology.

Moreover, the function \( F \) can be constructed satisfying also
\[ \lim_{l \to \infty} \|\sigma_l(F, z)\| = +\infty, \quad \text{uniformly on } z \in \mathbb{T}. \]

**Proof.** We set \( a_k = 1/k^2 \), \( \beta_k = \exp(k^3) \), \( N_k = 2^k \) and \( M_k = N_k+1 \). Then we apply the former lemma to this choice of the parameters, getting functions \( G_k \in H^\infty(\mathbb{T}, \ell_2^{N_k}) \) satisfying the conditions listed in the statement of that lemma.

On the other hand, by the Mazur theorem, \( X \) contains a closed subspace \( Y \) with a Schauder basis with basis constant 2. Applying Dvoretzky’s theorem we can split \( Y \) as a direct sum \( Y = \bigoplus_{k=1}^\infty Y_k \) where each \( Y_k \) is a 4-complemented subspace of \( Y \) which contains a subspace 2-isomorphic to \( \ell_2^{N_k} \). That is, there exists \( i_k : \ell_2^{N_k} \to Y_k \) satisfying \( \|h\| \leq \|i_k h\| \leq 2\|h\| \) for every \( h \in \ell_2^{N_k} \).

Let \( F_k = (a_k/\sqrt{N_k})(i_k \circ G_k) : \mathbb{T} \to Y \).

Since \( \|F_k(z)\| > 2a_k \) implies that \( \|G_k(z)\| > \sqrt{N_k} \), by condition (1) in the lemma, we have \( \lambda\{z \in \mathbb{T} : \|F_k(z)\| > 2/k^2 \} \leq 1/k^2 \). It follows that \( \sum_{k=1}^\infty \|F_k(z)\| < +\infty \) for almost every \( z \in \mathbb{T} \). Therefore, we can define a strongly measurable function as the sum \( F(z) = \sum_{k=1}^\infty F_k(z) \).

For every Borel set \( A \subset \mathbb{T} \), we have
\[
\left\| \int_A F_k d\lambda \right\| = \frac{a_k}{\sqrt{N_k}} \|i_k(\int_A G_k d\lambda)\| \leq \frac{2a_k}{\sqrt{N_k}} \sqrt{1 + a_k \beta_k^2} \leq C_1 \frac{\beta_k}{\sqrt{N_k}}
\]
for some finite constant \( C_1 \), because of condition (3) in the lemma. It follows that the series \( \sum_{k=1}^\infty \|\int_A F_k d\lambda\| \) converges.
Given \( x^* \in X^* \) with \( \| x^* \| \leq 1 \), we have that
\[
\| x^* \circ F_k \|_1 \leq 4 \sup_{A \in \Sigma} \left\| \int_A x^* \circ F_k \, d\lambda \right\| \leq 4 \sup_{A \in \Sigma} \| F_k \| \leq 4 C_1 \frac{\beta_k}{\sqrt{N_k}}.
\]

We obtain that \( F \) is Pettis integrable, and \( \int T f \, d\lambda = \sum_{i=1}^\infty \int T f \, G_i \, d\lambda \) for every \( f \in L^\infty(T) \). If follows that \( F \) is analytic because every \( F_k \) is analytic, and
\[
F(rz) = P_r \ast F(z) = \sum_{k=1}^\infty P_r \ast F_k(z) = \sum_{k=1}^\infty F_k(rz)
\]
for every \( r \in [0,1) \) and every \( z \in T \).

From condition (2) in the lemma and from we have seen above, there exists a finite constant \( C \) such that, for every \( x^* \) with \( \| x^* \| \leq 1 \),
\[
\| x^* \circ F_k \|_\infty \leq C \beta_k \quad \text{and} \quad \| x^* \circ F_k \|_1 \leq C \frac{\beta_k}{\sqrt{N_k}}.
\]

Interpolating these two inequalities, if \( p \in [1, +\infty) \), then for some \( \theta = \theta(p) > 0 \), we obtain
\[
\| x^* \circ F_k \|_p \leq \left( \frac{C \beta_k}{\sqrt{N_k}} \right)^\theta \left( C \beta_k \right)^{1-\theta} = C \frac{\beta_k}{N_k^{\theta/2}}.
\]
This shows that the series of associated operators to \( F_k \) converges in \( H^p(T) \overline{\cap} X \), yielding that \( F \) is \( p \)-Pettis integrable.

Condition (4) in the lemma implies that, for \( r \) such that \( r^{N_k} \geq 1/2 \) and \( r^{N_{k+1}} \leq 1/2 \), and for every \( z \in T \),
\[
4 \| F(rz) \| \geq \| F_k(rz) \| \geq \frac{a_k}{\sqrt{N_k}} \| G_k(rz) \| \geq \frac{a_k}{2} \exp \left( \frac{a_k \log \beta_k}{3} \right) = \frac{e^{k/3}}{2k^2}
\]
hence we obtain that \( \lim_{r \to 1^-} \| P_r \ast F(z) \| = +\infty \) uniformly in \( z \in T \).

That the Fejér means of \( F \) also diverge can be derived in the same way, this time from condition (5) in the former lemma. \( \square \)

Now we give an application of this theorem to spaces of vector valued analytic functions. Recall that \( H^p(D, X) \) is the subspace of \( h^p(D, X) \) which consists of those \( F \) which are analytic; and the corresponding subspace of \( h^p_u(D, X) \) will be denoted by \( H^p_u(D, X) \).

**Corollary 12** If \( X \) is infinite dimensional and \( 1 \leq p < \infty \) then \( H^p(D, X) \neq H^p_u(D, X) \).

**Proof.** Let \( F \) the function constructed in Theorem 11. Let us consider the analytic function, still denoted by \( F \), defined by \( F(rz) = P_r \ast F(z) \), that is, the Poisson integral of \( F \). As \( \| P_r \ast F(z) \| \to +\infty \) if \( r \to 1^- \) uniformly in \( z \in T \), it follows that \( F \) is not in \( H^p(D, X) \). On the other hand, \( F \) is in \( H^p_u(D, X) \) since \( \| x^* \circ (P_r \ast F) \|_p = \| P_r \ast (x^* \circ F) \|_p \leq \| x^* \circ F \|_p \leq C_p \| x^* \| \) for some finite constant \( C_p \). \( \square \)
4. Projective tensor products

Let us recall that, given two Banach spaces $X$ and $Y$, the projective norm in $X \otimes Y$ generates the finest topology which makes the bilinear map $(x, y) \in X \times Y \mapsto x \otimes y \in X \otimes Y$ continuous [5].

Let $(S, \Sigma, \sigma)$ be a finite measure space. Let us recall the classical result by Grothendieck [11] that the Bochner space $L^1(S, X)$ can be identified with $L^1(S) \otimes_\pi X$ for every Banach space $X$. For $p > 1$ the situation is very different; in [16] for a class of Banach spaces it is shown to fail that $L^p(S, X)$ and $L^p(S) \otimes_\pi X$ coincide. Moreover, in [17] a “norm” was introduced so that the completion of $L^p(S) \otimes X$ is isometric to $L^p(S, X)$.

In the space $H^p(T) \otimes X$ we shall consider the following three norms: the injective norm, the norm which is induced by $H^p(T, X)$, actually the $L^p$-norm, and the projective norm. The space $H^p(T) \otimes X$ is dense in $H^p(T, X)$ as, for instance, every $F \in H^p(T, X)$ can be approximated by its Fejér means $\sigma_t(F, \cdot)$ which are in $H^p(T) \otimes X$, the Fejér kernel $K_t$ being a trigonometric polynomial. Of course, $H^p(T) \otimes X$ is also dense in $H^p(T) \otimes_\pi X$ and $H^p(T) \otimes_\pi X$. Therefore, the coincidence of two of these topologies is equivalent to the coincidence of the corresponding completion of $H^p(T) \otimes X$. Thus, what we have shown in Corollary 6 above is that the injective norm does not coincide with the $L^p$-norm.

It was proved in [2] that the coincidence between $H^p(D) \otimes_\pi X$ and $H^p(D, X)$ implies that $X$ has the analytic Radon Nikodym property. It was also shown in [2] that, if $1 < p \leq 2$, then the spaces $H^p(D) \otimes_\pi \ell_p$ and $H^p(D, \ell_p)$ are different. Let us recall that the space $H^p(T, X)$ can be regarded as a subspace of $H^p(D, X)$ via convolution with the Poisson kernel and $X$ is said to have the analytic Radon Nikodym property whenever $H^p(T, X) = H^p(D, X)$ with this identification. Thus, $H^p(D) \otimes_\pi X = H^p(D, X)$ implies that $H^p(T) \otimes_\pi X = H^p(T, X)$.

With more generality, let us consider the problem of the equivalence of the $L^p$-norm and the projective norm, for any closed linear subspace $\mathcal{F}(S)$ of $L^p(S)$, instead of $H^p(T)$. The following characterization result holds:

**Theorem 13** Let $\mathcal{F}(S)$ be a closed subspace of $L^p(S)$. The following conditions are equivalent:

1. The $L^p$-norm and the $L^1$-norm are not equivalent on $\mathcal{F}(S)$.

2. For every infinite dimensional Banach space $X$, the $L^p$ norm and the projective norm are not equivalent on $\mathcal{F}(S) \otimes X$.

3. The $L^p$ norm and the projective norm are not equivalent on $\mathcal{F}(S) \otimes \ell_1$.

The proof can be found in [9]. It makes use of a result included in [15] characterizing the closed subspaces of $L^p(S)$ for which the $L^1$-norm is equivalent to the $L^p$-norm.

As a direct consequence of Theorem 13 and the fact that on $H^p(T)$ the $L^p$-norm and the $L^1$-norm are not equivalent, we obtain the following result:

**Corollary 14** If $1 < p < +\infty$ and $X$ is infinite dimensional then $H^p(T, X)$ does not coincide with $H^p(T) \otimes_\pi X$. 
In the general case of $\mathcal{F}(S)$ a closed subspace of $L^p(S)$, we can define the analogue of $H^p(T,X)$ in the following way:

$$\mathcal{F}(S, X) = \{ F \in L^p(S, X) : x^* \circ F \in \mathcal{F}(S) \text{ for every } x^* \in X^* \},$$

endowed with the $L^p$-norm. As the Fourier coefficients $\hat{F}(k)$ with $k < 0$, of every $F \in L^p(T, X)$, are null if and only if each $x^* \circ F$ is in $H^p(T)$, it follows that $\mathcal{F}(S, X)$ is $H^p(T, X)$ if we assume $\mathcal{F}(S)$ to be $H^p(T)$.

It is clear that $\mathcal{F}(S) \otimes X$ can be regarded as a subspace of $\mathcal{F}(S, X)$ by identifying the tensor $f \otimes x$ with the function $f(\cdot)x$. Nevertheless, although in many of the natural situations, $\mathcal{F}(S) \otimes X$ is dense in $\mathcal{F}(S, X)$, as it happens in the case $\mathcal{F}(S) = H^p(T)$, in general we will not have that density property. Actually, it could be a bit surprising that this property, for every $\mathcal{F}(S)$, characterizes the approximation property of $X$ (see [9] for the proof):

**Theorem 15** Let $p \in [1, +\infty)$. A Banach space $X$ has the approximation property if and only if $\mathcal{F}(S) \otimes X$ is dense in $\mathcal{F}(S, X)$ for every finite measure space $(S, \Sigma, \sigma)$ and every closed linear subspace $\mathcal{F}(S)$ of $L^p(S)$.

Regarding functions defined on the disk $D$, it should be remarked that the Hardy space $H^p(D, X)$ does not appear as an space $\mathcal{F}(D, X)$. Nevertheless, as we said before, $H^p(D, X) = H^p(D) \otimes_\pi X$ implies $H^p(T, X) = H^p(T) \otimes_\pi X$. Thus, from Corollary 14 we obtain $H^p(D, X) \neq H^p(D) \otimes_\pi X$, for $1 < p < +\infty$ and $X$ infinite dimensional, improving the results in [2].

Let us mention finally that the same result is proved in [9] for some other spaces of vector valued analytic functions, such as the vector valued Bergman space, which is obtained as an $\mathcal{F}(S, X)$, just by taking $S = D$ and $\mathcal{F}(S)$ the classical Bergman space of complex valued analytic functions.

**REFERENCES**


The norm problem for elementary operators

Martin Mathieu

Department of Pure Mathematics, Queen’s University Belfast,
Belfast BT7 1NN, Northern Ireland; e-mail: m.m@qub.ac.uk

To Professor Manuel Valdivia on the occasion of his seventieth birthday.

Abstract

Among the outstanding problems in the theory of elementary operators on Banach algebras is the task to find a formula which describes the norm of an elementary operator in terms of the norms of its coefficients. Here we report on the state-of-the-art of the knowledge on this problem along the lines of our talk at the Functional Analysis Valencia 2000 Conference in July 2000.
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1. Setting the scene

Throughout we denote by $A$ a complex unital Banach algebra and by $\mathcal{E}(A)$ the algebra of its elementary operators. By definition, $S \in \mathcal{E}(A)$ if $S$ is a linear mapping on $A$ of the form $Sx = \sum_{j=1}^{n} a_j x b_j$, where $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ are $n$-tuples of elements of $A$. Clearly, every elementary operator $S$ is bounded, and it is easy to give upper bounds for the norm of $S$, e.g. the projective tensor norm of $\sum_{j=1}^{n} a_j \otimes b_j$. Many important classes of bounded linear operators on Banach algebras, for instance inner derivations, are included in $\mathcal{E}(A)$, and elementary operators also form the building blocks of more general classes of operators. Hence, they have been studied under a variety of aspects but until now no satisfactory lower bounds for the norm of an arbitrary elementary operator, or even a formula describing its norm precisely, have been found.

Take $a, b \in A$ and let $L_a : x \mapsto ax$ and $R_b : x \mapsto xb$ denote left and right multiplication, respectively. It is trivial to show that

$$
\|L_a\| = \|a\|, \quad \|R_b\| = \|b\|, \quad \text{and} \quad \|L_a + R_a\| = 2\|a\|.
$$

In the estimate $\|a^2\| \leq \|L_a R_a\| \leq \|a\|^2$ both inequalities can be strict, in general. It is very non-trivial to describe $\|L_a - R_a\|$; in fact, no formula for the norm of an inner derivation on an arbitrary Banach algebra is known.

What is the problem? Why does the complexity of the question increase so dramatically immediately? The reason seems to be that, although the $n$-tuples $a = (a_1, \ldots, a_n)$, $b = (b_1, \ldots, b_n)$ obviously determine the elementary operator $S$ uniquely, $S$ does not determine its coefficients uniquely. Let us pursue this observation in the next section by considering the two-sided multiplication $L_a R_b$. 
2. Special cases on special algebras

Suppose $A = C(X)$, the algebra of complex-valued continuous functions on a compact Hausdorff space $X$ with more than one point. Then, there are $a, b \in A$, both non-zero, such that $L_a R_b = 0$. Clearly, this rules out the possibility of a lower bound for the norm $\|L_a R_b\|$ in terms of $\|a\|$ and $\|b\|$. The other extreme is the case $A = B(E)$, the bounded operators on a Banach space $E$, or slightly more general a closed subalgebra $A$ of $B(E)$ which contains all finite rank operators. In this case, the norm of $L_a R_b$ is maximal, that is, $\|L_a R_b\| = \|a\| \cdot \|b\|$. Banach algebras $A$ for which there exists a constant $\kappa > 0$, possibly depending on $A$, such that, for all $a, b \in A$, $\|L_a R_b\| \geq \kappa \|a\| \cdot \|b\|$ have been termed ultraprime; elementary operators defined on them turned out to be very well behaved, see [13], [14]. The understanding of ultraprime Banach algebras has been developed rather far (for a recent account on various generalisations see [18]), but it also emerged that some open questions on them revert back to the norm problem itself.

Consequently, from this point of our discussions onward, we will focus our attention on $C^*$-algebras. Here, the fundamental observation is that, for a $C^*$-algebra $A$, the existence of some constant $\kappa > 0$ with the above property entails that

$$\|L_a R_b\| = \|a\| \cdot \|b\| \quad (a, b \in A),$$

that is, the maximal possible constant $\kappa = 1$; this in turn is equivalent to the purely algebraic property of $A$ being prime (i.e., $A$ has no non-zero orthogonal ideals), see [12, Part I]. From this observation it is but an exercise to show that, for every $C^*$-algebra $A$ and any $a, b \in A$,

$$\|L_a R_b\| = \sup_{\pi} \|\pi(a)\| \cdot \|\pi(b)\|$$

where the supremum runs over all irreducible representations $\pi$ of $A$.

Interestingly enough, the norm of a generalised inner derivation $L_a - R_b$ can also be determined in the case of a prime $C^*$-algebra. Based on the theorem by Stampfli from 1970 [22], it is possible to deduce that

$$\|L_a - R_b\| = \inf_{\lambda \in \mathbb{C}} \{\|a - \lambda\| + \|b - \lambda\|\}$$

for all $a, b$ in a prime $C^*$-algebra $A$. (For the argument see Fialkow’s survey [7], pp. 68–69, which is also relevant to our discussion in other respects.) However, the transition to general $C^*$-algebras is not so smooth as in the case of a two-sided multiplication. Indeed, the subsequent result has been published so far only in the case $a = b$, that is, of inner derivations [16].

**Theorem 2.1.** Let $A$ be a boundedly centrally closed $C^*$-algebra. For all $a, b \in A$,

$$\|L_a - R_b\| = \inf_{z \in Z(A)} \sup_{\pi} \{\|\pi(a - z)\| + \|\pi(b - z)\|\},$$

where the supremum is taken over all irreducible representations $\pi$ of $A$.

Starting from Stampfli’s theorem, it is the same sort of exercise as in the case of two-sided multiplications to obtain an identity as above with ‘$\inf_{z \in Z(A)} \sup_{\pi}$’ instead; indeed, no assumption on the $C^*$-algebra $A$ is then needed. The improved formula above, however,
uses the additional property of $A$ being *boundedly centrally closed*. One way to define this property is to require that the primitive spectrum of $A$ is extremally disconnected (though not necessarily Hausdorff); an equivalent one is the existence of sufficiently many central projections in $A$ in the sense that the annihilator of each ideal in $A$ is of the form $eA$ for some central projection $e$ in $A$. From these descriptions it follows immediately that all prime $C^*$-algebras and all von Neumann algebras fall into this class. It is quite non-trivial, however, that every hereditary $C^*$-subalgebra of a boundedly centrally closed $C^*$-algebra is boundedly centrally closed itself. All these results, including a proof of Theorem 2.1, are presented in full detail in [3], in particular Chapters 3 and 4. The extension from the case of boundedly centrally closed $C^*$-algebras to arbitrary $C^*$-algebras is achieved through the concept of the *bounded central closure* of a $C^*$-algebra. Combining this extension of Theorem 2.1 with a result of Somerset [20], yields the following definite answer to the norm problem for inner derivations. (For a full account on the historical development, see [3], Section 4.6.)

**Corollary 2.2.** Let $A$ be a $C^*$-algebra. For every element $a \in A$, there exists a local multiplier $a'$ of $A$ such that $a - a'$ is central and the norm of the inner derivation $L_a - R_a$ on $A$ is given by $\|L_a - R_a\| = 2\|a'\|$. 

The approach via local multipliers has substantially contributed to the clarification of a number of problems on elementary operators. For example, the above-mentioned non-uniqueness of the coefficients of an elementary operator $S$ is now completely understood (see [3], Section 5.1). As illustrated in Theorem 2.1, it also helped to advance in the norm problem for elementary operators, if only in simple cases (but compare Section 4 below). Beyond the basic examples of a two-sided multiplication $L_a R_b$ and a generalised inner derivation $L_a - R_b$, very little however is known. Probably the next step would be to determine the norm of the elementary operator $L_a R_b + L_b R_a$, $a, b \in A$. The precise conditions under which the upper bound $2\|a\|\|b\|$ is achieved, if $A$ is a prime $C^*$-algebra, are not known. Indeed, it was shown in [15] that, for $a, b$ elements in a prime $C^*$-algebra $A$, a lower bound is provided by $\frac{2}{3}\|a\|\|b\|$. Only under additional hypotheses, the better bound $\|a\|\|b\|$ could be established so far [6], [21].

### 3. General case on very special algebras

The understanding of the behaviour of the norm of elementary operators led to other insights into their structural properties. The Fong-Sourour conjecture [8] stated that there are no non-zero compact elementary operators on $C(H)$ for a separable Hilbert space $H$, where, for every Banach space $E$, $K(E)$ denotes the ideal of compact operators and $C(E) = B(E)/K(E)$ stands for the Calkin algebra on $E$. This was confirmed by different methods in [1], [9], and [12, Part II]. The solution provided in [1] uses a strong rigidity property of the norm of an elementary operator on $B(H)$. This was recently extended by Saksman and Tylli [19] in the following theorem.

**Theorem 3.1.** Let $A = C(\ell^p)$ denote the Calkin algebra on $\ell^p$ for $1 < p < \infty$. Let $S$ be an elementary operator on $A$. Then

$$\|S\| = \|S\|_e = \|S\|_w,$$
where $\|S\|_e$ and $\|S\|_w$ denote the essential and the weak essential norm of $S$, respectively, that is, the distance from $S$ to the compact respectively the weakly compact operators on $A$. Furthermore, the weak essential norm of every elementary operator on $B(\ell^p)$ and the elementary operator it induces on $A$ coincide.

The Saksman-Tylli theorem, whose proof relies on techniques from Banach space geometry, generalises the Apostol-Fialkow theorem in two directions: from the case $p = 2$ to the full range of reflexive $\ell^p$'s and at the same time removing all additional commutativity assumptions on the coefficients. It also contributes to the generalised Fong-Sourour conjecture which asks for a description of those Banach spaces $E$ with the property that there are no non-zero weakly compact elementary operators on $C(E)$.

**Corollary 3.2.** There are no non-zero weakly compact elementary operators on $C(\ell^p)$ for $1 < p < \infty$.

The exceptional behaviour of elementary operators on Calkin algebras has been observed by many authors in a number of instances over the past decades. An account of this can be found in [17]. In fact, there is a full answer to the norm problem in the case of Hilbert space, but the way it has been achieved is another surprise concerning the properties of the Calkin algebra. This will be discussed in the last section.

4. General case on general $C^*$-algebras

Within the extended Grothendieck programme, elementary operators arise as follows. There is a canonical mapping from the algebraic tensor product $A \otimes A$ into $B(A)$ defined as follows

$$
\Theta: A \otimes A \to B(A), \quad \sum_{j=1}^n a_j \otimes b_j \mapsto \sum_{j=1}^n L_{a_j} R_{b_j},
$$

which extends to a contraction from the projective tensor product $A \hat{\otimes} A$ onto the closure of $\mathcal{E}(A)$ in $B(A)$. In general, $\Theta$ is not injective. Let us again confine ourselves with $C^*$-algebras. Then, $\Theta$ is injective if and only if $A$ is prime (see e.g. [3], Section 5.1). However, even in this situation, $\Theta$ is no isometry. The reason for this is that one uses the wrong tensor norm on $A \otimes A$. To understand the proper norm, we need to look at the operator space structure of a $C^*$-algebra.

Let us denote by $S \otimes \text{id}$ the extension of $S \in \mathcal{E}(A)$ to an elementary operator on $A \otimes K(\ell^2)$. The **completely bounded norm** $\|S\|_{cb}$ is defined to be the norm of $S \otimes \text{id}$. The **Haagerup tensor norm** on $A \otimes A$ is defined by

$$
\|u\|_h = \inf \left\{ \left\| \sum_{j=1}^n a_j a_j^* \right\|^{1/2} \left\| \sum_{j=1}^n b_j^* b_j \right\|^{1/2} \right\},
$$

where the infimum is taken over all possible representations of an element $u \in A \otimes A$ as $u = \sum_{j=1}^n a_j \otimes b_j$. It is easily seen that $\Theta$ is a contraction from $A \otimes_h A$ into $CB(A)$, the Banach algebra of all completely bounded operators on $A$. Haagerup proved that $\Theta$ is an isometry from $A \otimes_h A$ into $CB(A)$ in the case $A = B(H)$, and this was extended to arbitrary prime $C^*$-algebras by the author [11]. Chatterjee, Sinclair, and Smith extended these results further and the definite answer was obtained in [2] as follows.
Theorem 4.1. Let $A$ be a boundedly centrally closed $C^*$-algebra, and let $A \otimes_{Z,A} A$ denote the central Haagerup tensor product of $A$ with itself. Then $\Theta$ induces an isometry from $A \otimes_{Z,A} A$ onto $(\mathcal{E}(A), \| \cdot \|_{cb})$.

Using the bounded central closure $\mathfrak{A}$ of a $C^*$-algebra $A$ and the fact that the cb-norm of $S \in \mathcal{E}(A)$ coincides with the cb-norm of its extension to $\mathfrak{A}$, we thus obtain a formula for the completely bounded norm $\| S \|_{cb}$ of every elementary operator $S$ on an arbitrary $C^*$-algebra. This formula is quite satisfactory in that it takes care of the ambiguity in the choice of the coefficients of an elementary operator (the non-injectivity of $\Theta$) as well as the non-commutative structure of a general $C^*$-algebra, both through the central Haagerup tensor product. The answer to our problem, however, is achieved in a different category.

5. General case on good $C^*$-algebras

In view of the results in the previous section the question when the norm and the cb-norm of elementary operators coincide is close at hand. That is, we intend to find a class of 'good' $C^*$-algebras $A$ distinguished by the property that $\| S \| = \| S \|_{cb}$ for every $S \in \mathcal{E}(A)$. From the general theory we know that commutative $C^*$-algebras are in this class. Magajna showed that very non-commutative $C^*$-algebras can share this property. In [10] he proved that the Calkin algebra on a separable Hilbert space has this property, from which it can be deduced that, whenever $A$ is an antiliminal $C^*$-algebra, then the norm and the cb-norm of every elementary operator on $A$ agree. Recall that a $C^*$-algebra $A$ is said to be antiliminal if, for every non-zero positive element $a \in A$, the hereditary $C^*$-subalgebra $aAa$ generated by $a$ is non-abelian. As a consequence of the Glimm-Sakai theorem, for a dense set of irreducible representations $\pi$ of an antiliminal $C^*$-algebra $A$ there are no non-zero compact operators contained in $\pi(A)$. This observation, combined with Magajna’s theorem, leads to the following characterisation of the ‘good’ $C^*$-algebras in our sense.

Theorem 5.1. For every $C^*$-algebra $A$, the following conditions are equivalent.

(a) For all $S \in \mathcal{E}(A)$, $\| S \| = \| S \|_{cb}$;

(b) There is an exact sequence of $C^*$-algebras

$$0 \longrightarrow J \longrightarrow A \longrightarrow B \longrightarrow 0$$

such that $J$ is abelian and $B$ is antiliminal.

This theorem is one of the main results in [5]; the $C^*$-algebras with the above property are called antiliminal-by-abelian. Incidentally, they had already appeared in connection with the study of factorial states in the work by Archbold and Batty [4]. Theorem 5.1 tells us precisely how far the approach via the cb-norm leads towards a solution to our original problem.

6. The challenge

The above discussion on the norm problem for elementary operators sheds considerable light on the present situation. In addition, it emerges that the solution to the following problem would yield a complete answer, at least in the case of general $C^*$-algebras.

Determine the norm for every elementary operator on $B(H)$, $H$ a Hilbert space!
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Abstract
The theory of Boolean algebras of projections $\mathcal{B}$ in a Banach space $X$ was developed by W. Bade, N. Dunford and others, and is by now well understood. For $X$ a non-normable locally convex space the situation is fundamentally different. Genuinely new phenomena occur which cannot be overcome by simply replacing a norm with a family of seminorms and mimicking the Banach space arguments. Although many of the Banach space results have been successfully extended to the locally convex setting over the past 10-15 years, there remain several major “results” which remain resistant. We discuss some of these open problems and highlight the intimate connections between topological and geometric properties of $X$ and order and completeness properties of $\mathcal{B}$. The solution to some of these problems will invariably rely on methods and techniques coming from the theory of locally convex spaces.
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Introduction
Let $X$ be a locally convex Hausdorff space (briefly, lcHs) and $L(X)$ be the space of all continuous linear operators of $X$ into itself. To stress when $L(X)$ is equipped with the strong (resp. weak) operator topology $\tau_s$ (resp. $\tau_w$) we write $L_s(X)$, (resp. $L_w(X)$). The zero and identity operator on $X$ are denoted by $0$ and $I$, respectively. The space of all continuous linear functionals on any lcHs $X$ is denoted by $X'$. A family $\mathcal{B} \subseteq L(X)$ of commuting projections which contains $0$ and $I$ is a Boolean algebra (briefly, B.a.) if it contains $I - Q_1$ and $Q_1 \land Q_2 := Q_1 Q_2$ and $Q_1 \lor Q_2 := Q_1 + Q_2 - Q_1 Q_2$ whenever $Q_1, Q_2 \in \mathcal{B}$. The partial order $\leq$ in $\mathcal{B}$ is then given by $Q_1 \leq Q_2$ (i.e. $Q_1 Q_2 = Q_1$) iff $Q_1 X \subseteq Q_2 X$. The Stone representation theorem guarantees a compact Hausdorff space $\Omega_\mathcal{B}$ and a B.a. isomorphism $P$ from $Co(\Omega_\mathcal{B})$, the algebra of all closed-open sets in $\Omega_\mathcal{B}$, onto $\mathcal{B}$. That is, $P$ is multiplicative (i.e. $P(E \cap F) = P(E)P(F)$ for $E, F \in Co(\Omega_\mathcal{B}))$.
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satisfies $P(\Omega_B) = I$, and is finitely additive (i.e. $P(\bigcup_{j=1}^n E_j) = \sum_{j=1}^n P(E_j)$ for every finite, pairwise disjoint family $\{E_j\}_{j=1}^n \subseteq Co(\Omega_B)$). Such a $P$ is also called a (finitely additive) spectral measure. If $Co(\Omega_B)$ is replaced by an arbitrary algebra of subsets $\Sigma$ of some non-empty set $\Omega$, then a (finitely additive) spectral measure is any multiplicative, finitely additive map $P : \Sigma \rightarrow L(X)$ satisfying $P(\Omega) = I$. Its range $P(\Sigma) := \{P(E) : E \in \Sigma\}$ is a B.a. of projections in $X$. Throughout this note by a B.a. $B \subseteq L(X)$ we always mean a B.a. of projections in the above sense.

In the above generality little can be expected. The theory takes on significance only when $B$ has additional completeness properties (in the B.a. sense) or, if $\Sigma$ is a $\sigma$-algebra of sets and $P$ is $\tau_\sigma$-countably additive; in this case $P$ is simply called a spectral measure. If $X$ is a Hilbert space, then the resolution of the identity of any normal operator $T$ fits into this scheme, with $\Sigma$ the $\sigma$-algebra of all Borel subsets of the spectrum $\Omega := \sigma(T)$ of $T$. For a Banach space $X$ the above framework incorporates the theory of scalar-type spectral operators as developed by N. Dunford and others. The theory of (complete) B.a.'s of projections and (a-additive) spectral measures in Banach spaces is by now well understood; see the monographs [8, 9] and the references therein.

The situation in a non-Banach lcHs is fundamentally different. Such a basic property as equicontinuity of $P(\Sigma) \subseteq L(X)$, which is automatic if $X$ is a Banach space and $P$ is a $\tau_\sigma$-countably additive spectral measure defined on a $\sigma$-algebra $\Sigma$, fails in a general lcHs $X$. The relative $\tau_{\omega}$-compactness of $P(\Sigma) \subseteq L_{\omega}(X)$, which is always satisfied if $X$ is a Banach space and $P$ is a $\tau_\sigma$-countably additive spectral measure defined on a $\sigma$-algebra $\Sigma$, fails in a general lcHs $X$. And, so on. However, various results from the Banach space setting do carry over to the lcHs setting provided certain restrictions are placed on $B, P, X$ and/or $L_\Sigma(X)$; see the works of C. Ionescu-Tulcea, F. Maeda and H.H. Schaefer listed in the bibliography of [9] and [4, 5, 6, 7, 20, 21, 22, 31, 32, 34] for more recent results. Whether such restrictions are genuinely needed is often difficult to determine. The ability to provide relevant examples is limited by the depths of ones knowledge concerning the finer points of the theory of lc-spaces.

It seems appropriate at a conference which includes the theory of lc-spaces (and at which many authorities on the topic are present) to take the opportunity to present a series of open problems in the theory of B.a.'s of projections in lcH-spaces. This is especially so since the solution to many of the problems will invariably rely on the techniques of lc-spaces. Equally important is the fact that operator and order theoretic aspects of such problems, on occasions, also stimulate questions in the theory of lc-spaces. This is illustrated by some recent work of J. Bonet, [3]. Not all the problems are of equal difficulty or equal importance. The order in which they are listed is based on ease of presentation and economy of writing.

Some open problems

A B.a. $B \subseteq L(X)$ is Bade complete (resp. Bade $\sigma$-complete) if it is complete (resp. $\sigma$-complete) as an abstract B.a. and if, for every family (resp. countable family) $\{B_\alpha\} \subseteq B$ we have $\bigwedge_\alpha B_\alpha X = \cap_\alpha B_\alpha X$ and $\bigvee_\alpha B_\alpha X = \text{span}(\cup_\alpha B_\alpha X)$, where the bar denotes closure in $X$. These notions were introduced by W. Bade (without the terminology "Bade"), for Banach spaces, [1,2]. A basic result states any abstractly $\sigma$-complete B.a. of
problems on Boolean algebras of projections in locally convex spaces

Problems on Boolean algebras of projections in a Banach space is equicontinuous (i.e. uniformly bounded), [1]. The same holds in Fréchet lc-spaces, [34; Proposition 1.2], and in the strong dual of any reflexive Fréchet space, [32; Proposition 3.1]. Since the range of a spectral measure is always a Bade σ-complete B.A. [21; Proposition 4.1(iii)], it follows, by considering Banach spaces in their weak topology, that this result fails in arbitrary lcH-spaces, [18; Proposition 4]. All such known counterexamples occur in non-barrelled spaces.

**Question 1** Let \( X \) be a barrelled lcHs. Is every abstractly σ-complete (or perhaps, every Bade σ-complete) B.A. of projections \( \mathcal{B} \subseteq L(X) \) necessarily equicontinuous?

There do exist some non-barrelled lcH-spaces \( X \) for which every abstractly σ-complete B.A. of projections in \( L(X) \) is equicontinuous. This is the case for metrizable lcH-spaces, [34; Proposition 1.2]. Not all such spaces are barrelled. There also exist non-barrelled, non-metrizable, quasicomplete spaces \( X \) with the same property. Indeed, let \( Y \) be a reflexive, hereditarily indecomposable Banach space, [11], and \( X \) be \( Y \) with its weak topology. If \( \mathcal{B} \subseteq L(X) \) is any abstractly σ-complete B.A., then \( \mathcal{B} \) is also abstractly σ-complete when interpreted as a subset of \( L(Y) \). Since a hereditarily indecomposable Banach space cannot contain a copy of \( c_0 \) it follows that the closure \( \overline{\mathcal{B}} \) of \( \mathcal{B} \), in \( L_0(Y) \), a Bade complete B.A. of projections, [30; Corollary 1.1]. So, \( \overline{\mathcal{B}} \) is a finite subset of \( L(Y) \), [27; Proposition 1]. Then \( \overline{\mathcal{B}} \) is also a finite subset of \( L(X) = L(Y) \). In particular, \( \mathcal{B} \) is equicontinuous in \( L(X) \).

In view of the comments prior to Qu.1 it is imperative to understand the intimate connection between Bade complete and Bade σ-complete B.A.’s of projections and ranges of spectral measures. A B.A. \( \mathcal{B} \subseteq L(X) \) has the monotone property (resp. σ-monotone property) if \( \lim_\alpha B_\alpha \) exists in \( L_w(X) \) and belongs to \( \mathcal{B} \) whenever \( \{B_\alpha\} \subseteq \mathcal{B} \) is a monotone net (resp. monotone sequence) with respect to the partial order of \( \mathcal{B} \). If we require the (apriori) stronger condition that \( \lim_\alpha B_\alpha \) exists in \( L_0(X) \) and belongs to \( \mathcal{B} \), then \( \mathcal{B} \) is said to have the ordered convergence property (resp. σ-ordered convergence property). These notions are discussed in [20, 21]. They are actually equivalent and imply Bade completeness (resp. Bade σ-completeness), [20; Theorem 2]. If, in addition, \( \mathcal{B} \subseteq L(X) \) is equicontinuous, then the above two properties are equivalent to Bade completeness (resp. Bade σ-completeness), [20; p.211].

**Question 2** Does there exist a lcHs \( X \) and a non-equicontinuous, Bade complete (respect. Bade σ-complete) B.A. \( \mathcal{B} \subseteq L(X) \) which fails to have the monotone (resp. σ-monotone) property?

There is a “missing condition” making all three notions equivalent. Let \( \mathcal{B} \subseteq L(X) \) be a B.A. A monotone net \( \{B_\alpha\} \subseteq \mathcal{B} \) is small on small sets if, for every neighbourhood \( U \) of 0 in \( X \) there is a neighbourhood \( V \) of 0 in \( X \) such that, for every \( x \in V \) there is an index \( \alpha(x) \) with \( B_\alpha x \in U \) whenever \( \alpha \geq \alpha(x) \). If \( \{B_\alpha\} \) is convergent in \( L_0(X) \) then it is small on small sets. This concept was introduced by B. Nagy in [17]. A B.A. \( \mathcal{B} \subseteq L(X) \) is small (resp. σ-small) if every monotone net (resp. monotone sequence) from \( \mathcal{B} \) is small on small sets. If \( \mathcal{B} \) happens to be equicontinuous or have the property that every monotone net in \( \mathcal{B} \) is \( \tau_\sigma \)-convergent (e.g. \( \mathcal{B} \) has the ordered convergence property), then \( \mathcal{B} \) is small. For an example which fails to be σ-small, fix \( p \in (1,2) \) and let \( X := L^p(\mathbb{R}) \). Any operator
from \( L(X) \) which commutes with all translations \( \{T_t\}_{t \in \mathbb{R}} \) given by \( T_t f : s \mapsto f(s + t) \) for a.e. \( s \in \mathbb{R} \) and \( f \in X \), is a \( p \)-multiplier operator. The collection \( \mathcal{B} \) of all projections from \( L(X) \) which are \( p \)-multipliers is a B.a.. There exists an increasing sequence \( \{P_n\}_{n=1}^\infty \subseteq \mathcal{B} \) with \( \sup \{\|P_n\| : n \in \mathbb{N}\} = \infty \), [16]. By taking \( U \) to be the unit ball of \( X \) it follows from the Uniform Boundedness Principle that \( \{P_n\}_{n=1}^\infty \) is not small on small sets. So, \( \mathcal{B} \) is not \( \sigma \)-small.

**Question 3** Let \( \mathcal{B} \subseteq L(X) \) be a B.a. with the property that every monotone net (respect. monotone sequence) from \( \mathcal{B} \) is Cauchy in \( L_s(X) \). Is \( \mathcal{B} \) necessarily small (resp. \( \sigma \)-small)?

Examples exist which do not have the ordered convergence property, but still satisfy the hypothesis of Qu.3. For instance, let \( X := \ell^2([0,1]) \) and \( \Sigma \) be the Borel subsets of \([0,1]\). For \( E \in \Sigma \), let \( P(E) \in L(X) \) be the operator of multiplication (pointwise on \([0,1]\)) by \( \chi_E \). Then \( P : \Sigma \rightarrow L_s(X) \) is a spectral measure and so \( \mathcal{B} := P(\Sigma) \) is a B.a. with the \( \sigma \)-monotone property. Since \( P \) is a B.a. isomorphism of \( \Sigma \) onto \( \mathcal{B} \), it follows if \( \{P(E_n)\} \subseteq \mathcal{B} \) is a monotone net, then \( P(E_n) \rightarrow Q_E \) in \( L_s(X) \), where \( E := \{t \in [0,1] : \lim_{n \to \infty} \chi_{E_n}(t) = 1\} \) and \( Q_E \in L(X) \) is the operator of multiplication by \( \chi_E \). Of course, \( Q_E \) belongs to \( \mathcal{B} \) iff \( E \in \Sigma \), which is not always so. Nevertheless, \( \{P(E_n)\} \) is always Cauchy in \( L_s(X) \). Since \( \mathcal{B} \) is equicontinuous, it is small. On the other hand, if \( X := \ell^\infty, \Sigma := 2^\mathbb{N} \) and \( P(E)x = \chi_E x \) for \( x \in X \) and \( E \in \Sigma \), then \( \mathcal{B} := \{P(E) : E \in \Sigma\} \) is an abstractly complete B.a. which fails the hypothesis of Qu.3. Being equicontinuous, \( \mathcal{B} \) is small.

The following conditions, for a B.a. \( \mathcal{B} \subseteq L(X) \), are equivalent, [20; Theorem 2].

(i) \( \mathcal{B} \) has the \( \sigma \)-monotone (resp. monotone) property.

(ii) \( \mathcal{B} \) has the \( \sigma \)-ordered (resp. ordered) convergence property.

(iii) \( \mathcal{B} \) is Bade \( \sigma \)-complete (resp. Bade complete) and \( \sigma \)-small (resp. small).

Note that the first example discussed after Qu.3 is both Bade \( \sigma \)-complete and small, but is not Bade complete (as it is not even abstractly complete).

To make the precise connection with spectral measures \( P : \Sigma \rightarrow L_s(X) \) we require a further concept. A set \( E \in \Sigma \) is \( P \)-null if \( P(E) = 0 \). By multiplicativity of \( P \) this coincides with \( P(F) = 0 \) for every \( F \in \Sigma \) with \( F \subseteq E \). Two sets \( E, F \in \Sigma \) are \( P \)-equivalent if \( E \Delta F := (E \setminus F) \cup (F \setminus E) \) is \( P \)-null. The equivalence class of \( E \in \Sigma \) is denoted by \( [E] \). Let \( \Sigma(P) := \{[E] : E \in \Sigma\} \). Since the B.a. operations of \( \Sigma \) transfer to well defined operations in \( \Sigma(P) \), it turns out \( \Sigma(P) \) is also a B.a.. Moreover, the induced map \( \tilde{P} : \Sigma(P) \rightarrow P(\Sigma) \) is a B.a. isomorphism. For each continuous seminorm \( \rho \) on \( L_s(X) \) define a pseudometric \( d_\rho \) by

\[
d_\rho([E],[F]) = \sup\{\rho(A) : A \in \Sigma, A \subseteq E \Delta F\}, \quad [E],[F] \in \Sigma(P).
\]

The topology and uniform structure on \( \Sigma(P) \) defined by this family of pseudometrics is denoted by \( \tau_\rho(P) \). Then \( P \) is called a closed spectral measure if \( (\Sigma(P),\tau_\rho(P)) \) is a complete uniform space. This agrees with I. Klouvaněk's notion of closedness for arbitrary lo-space valued vector measures, [15; Ch.IV]. Examples of spectral measures which fail to be closed can be found in [21, 22], for instance; see also the first example after Qu.3. For a B.a. of projections \( \mathcal{B} \subseteq L(X) \) the above equivalences (i)-(iii) are in turn equivalent (see [20]) to;
(iv) \( \mathcal{B} \) is the range of some spectral (resp. closed spectral) measure.

In view of the equivalences (i)-(iv) it follows that an example of a Bade complete or Bade \( \sigma \)-complete B.a. of projections of the type required by Qu.2 (if it exists) cannot be the range of any spectral measure. In particular, it must fail to be \( \sigma \)-small.

The range of a spectral measure \( P \) is a bounded subset of \( \mathcal{L} \text{S}(X) \). By the Nikodym boundedness theorem, under the additional assumption that \( X \) is quasi-barrelled, it follows the range of \( P \) is equicontinuous in \( \mathcal{L}(X) \). This is even true for finitely additive spectral measures with bounded range and domain a \( \sigma \)-algebra; see the proof of [19; Proposition 2.5] which is based on Lemma 1.3 of [19].

**Question 4** Let \( X \) be a lcHs. If every finitely additive, \( \mathcal{L}_a(X) \)-valued spectral measure with bounded range and defined on a \( \sigma \)-algebra has equicontinuous range is \( X \) quasi-barrelled?

A B.a. \( B \subseteq \mathcal{L}(X) \) is countably decomposable if every pairwise disjoint family of elements from \( B \) is countable. This implies if \( B \) is Bade \( \sigma \)-complete, then it is Bade complete, [22; Proposition 2.9]. Every Bade \( \sigma \)-complete B.a. \( B \) in a separable, metrizable lc-space is countably decomposable. Indeed, by the comments immediately after Qu.1 we know \( B \) is equicontinuous. So, the equivalences (i)-(iv) above imply (as equicontinuity implies \( B \) is small) that \( B = P(\Sigma) \) for some spectral measure \( P : \Sigma \rightarrow \mathcal{L}_a(X) \). By separability of \( X \), the B.a. \( B \) is countably decomposable; see [22; Lemma 2.10] and its proof. An equicontinuous spectral measure (in any lcHs \( X \)) whose range is countably decomposable is a closed spectral measure, [22; Corollary 2.9.1]. Equivalences (i)-(iv) then suggest the following problem.

**Question 5** Does every countably decomposable B.a. of projections with the \( \sigma \)-monotone property have the monotone property? Equivalently, is every spectral measure whose range is countably decomposable necessarily closed?

Let \( \mathfrak{P}(X) \) be the family of all projections on \( X \) belonging to \( \mathcal{L}(X) \). If \( B \subseteq \mathcal{L}(X) \) is an equicontinuous B.a. and \( \overline{B}^\sigma \) (resp. \( \overline{B}^w \)) denotes the closure of \( B \) in \( \mathcal{L}_a(X) \) (resp. \( \mathcal{L}_w(X) \)), then \( \overline{B}^\sigma \subseteq \mathfrak{P}(X) \) and \( \overline{B}^\sigma \) is again a B.a. If, in addition, \( X \) is quasicomplete and \( B \) is Bade \( \sigma \)-complete, then \( \overline{B}^\sigma \) is actually Bade complete; this follows from [21; Proposition 4.2] after noting \( B \) is the range of some spectral measure (as equicontinuity of \( B \) implies \( B \) is \( \sigma \)-small). For \( X \) only sequentially complete, even with \( B \) equicontinuous and Bade \( \sigma \)-complete, it can happen that the B.a. \( \overline{B}^\sigma \) fails to be Bade complete, [21; Example 3.7]. For non-equicontinuous Bade \( \sigma \)-complete \( B \) other problems arise; neither \( \overline{B}^\sigma \) nor \( \overline{B}^w \) need even be B.a.’s! Indeed, let \( H \) be a Hilbert space and \( B \subseteq \mathcal{L}(H) \) be a Bade complete B.a. of selfadjoint projections which contains no atoms (\( B \in B \) is an atom if \( C \in B \) with \( C \leq B \) implies that \( C = 0 \) or \( C = B \)). Let \( X \) be the quasicomplete lcHs \( H \) equipped with its weak topology \( \sigma(H, H') \). Then \( B \subseteq \mathcal{L}(X) \) is still Bade complete. However, \( B \) is not a closed subset of \( \mathcal{L}_a(X) \). Indeed, the closure \( \overline{B}^\sigma \) (i.e. the weak operator topology closure of \( B \) in \( \mathcal{L}(H) \)) is not even contained in \( \mathfrak{P}(X) \),[10; Lemma 2.3]. So, there cannot exist any B.a. of projections in \( \mathcal{L}(X) = \mathcal{L}(H_w) \) which is \( \tau_\sigma \)-closed and contains \( B \).

If \( X \) is a lcHs, \( B \subseteq \mathcal{L}(X) \) is a B.a. with the \( \sigma \)-monotone property and \( \mathcal{L}_a(X) \) is quasicomplete, then \( \overline{B}^\sigma \cap \mathfrak{P}(X) \) has the monotone property; see the proof of [21; Proposition 4.11].
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Question 6 (a) Suppose that $B \subseteq L(X)$ is a Bade $\sigma$-complete B.a. of projections such that $B^a \subseteq P(X)$. Is $B^a$ Bade complete or, at least, abstractly complete as a B.a.? 

(b) Does there exist a quasicomplete lcHs $X$ and a Bade $\sigma$-complete B.a. of projections $B \subseteq L(X)$ such that $B$ is a closed subset of the lcHs $L_s(X)$, but $B$ is not Bade complete? 

(c) Does there exist a lcHs $X$ and a Bade $\sigma$-complete B.a. of projections $B \subseteq L(X)$ which is not a bounded subset of $L_s(X)$? 

For $X$ a Fréchet lc-space no example as required in Qu.6(b) can exist; see Proposition 3.5 and Corollary 3.5.2 of [21]. The same is true for Qu.6(c), [34; Proposition 1.2]. If an example exists as required in Qu.6(c), then $B$ cannot be $\sigma$-small. The existence of such an example would also answer Qu.2 as it would fail the $\sigma$-monotone property (otherwise $B$ would be the range of a spectral measure and hence, would be bounded in $L_s(X)$).

Any vector measure with values in a quasicomplete lcHs has relatively weakly compact range, [33]. So, if $L_s(X)$ is quasicomplete, then every spectral measure $P : \Sigma \rightarrow L_s(X)$ has relatively $\tau_w$-compact range. Without this restriction on $L_s(X)$ the question of which $L_s(X)$-valued spectral measures have relatively $\tau_w$-compact range is delicate, [21; Section 2]. A result of A. Grothendieck, [14; pp.97-98], implies an equicontinuous subset $M \subseteq L(X)$ is relatively $\tau_w$-compact iff $M(x) := \{Tx : T \in M\}$ is relatively weakly compact in $X$, for each $x \in X$. Of course, the “if direction” is valid without equicontinuity of $M$ as the map $T \mapsto Tx$ is continuous from $L_w(X)$ into $(X, \sigma(X, X'))$, for $x \in X$. The above characterization fails for a general subset $M \subseteq L(X)$ without the equicontinuity condition on $M$, [26]. However, it seems not to be known for sets $M$ of the form $P(\Sigma)$.

Question 7 Do there exist a lcHs $X$ and a non-equicontinuous spectral measure $P : \Sigma \rightarrow L_s(X)$ such that $P(\Sigma)(x) \subseteq X$ is relatively weakly compact, for each $x \in X$, but $P(\Sigma)$ is not relatively $\tau_w$-compact in $L(X)$?

There are sufficient conditions on a lcHs $X$ and a B.a. $B \subseteq L(X)$ which imply that $B$ is $\tau_s$-closed, [21, 22]. Indeed, if $B$ is Bade $\sigma$-complete, then in every separable Fréchet lc-space this is the case. An example is given in [13] of an equicontinuous, $\tau_s$-closed B.a. of projections in the separable Banach space $c$ which is not abstractly $\sigma$-complete (and hence, cannot be Bade $\sigma$-complete). There exist abstractly complete B.a.’s of projections in Hilbert spaces (necessarily non-separable, [30; Corollary 3.1]) which are not $\tau_s$-closed, [30; Remark 2]. There also exist Bade complete B.a.’s of projections (necessarily in non-Fréchet lc-spaces) which fail to be $\tau_s$-closed. This was already observed for the example mentioned (in a Hilbert space with its weak topology) just before Qu.6. Further examples can be found in [29; p.364] and [22; Example 2.4]. But, for each one of these “counterexamples” which are also equicontinuous, $B$ is at least sequentially $\tau_s$-closed in $L(X)$.

That is, if $\{B_n\}_{n=1}^\infty \subseteq B$ is any $\tau_s$-convergent sequence in $L(X)$, say to $B \in L(X)$, then actually $B \in B$. Is it always the case that every equicontinuous Bade $\sigma$-complete B.a. $B \subseteq L(X)$ is sequentially $\tau_s$-closed? Recall $B$ is atomic if there is a family of atoms $\{B_\alpha\}_{\alpha \in A}$ in $B$ such that, for every $B \in B$ there is a subset $C \subseteq A$ with $\sum_{\alpha \in C} B_\alpha = B$. The summability of the series $\sum_{\alpha \in C} B_\alpha$ is meant as the $\tau_s$-limit in $L(X)$ of the net of partial sums over all finite subsets of $C$ (directed by inclusion). It is shown in [29, p.367] if $L_s(X)$ is quasicomplete and $B \subseteq L(X)$ is any atomic B.a. with the $\sigma$-monotone property (not
necessarily equicontinuous), then \( B \) is sequentially \( \tau_s \)-closed. An example in [29; pp.369-370] shows the conclusion fails for general non-atomic B.a.’s; for this example the B.a. is not equicontinuous.

**Question 8** Is every equicontinuous B.a. \( B \subseteq L(X) \) with the \( \sigma \)-monotone property sequentially \( \tau_s \)-closed? Even more specific, is there a Bade \( \sigma \)-complete B.a. \( B \) acting in a non-separable Banach (or Hilbert) space which is not sequentially \( \tau_s \)-closed?

The counter-example referred to prior to Qu.8 is not equicontinuous; its essential feature is the existence of a sequence of projections from \( B \) whose limit is not in \( \mathcal{P}(X) \).

**Question 9** Is a B.a. of projections \( B \subseteq L(X) \) with the \( \sigma \)-monotone property necessarily a sequentially closed subset in \( \mathcal{P}(X) \) for the relative topology from \( L_s(X) \)?

It is shown in [29; pp.370-371] that the counter-example mentioned prior to Qu.8 does not answer Qu.9. All of the known examples of spectral measures \( P : \Sigma \rightarrow L_s(X) \) which fail to be closed measures have the property that the B.a. of projections \( P(\Sigma) \) contains a net of atoms which converges to some element of \( \mathcal{P}(X) \backslash P(\Sigma) \).

**Question 10** Does there exist a lcHs \( X \) and a non-atomic spectral measure \( P : \Sigma \rightarrow L_s(X) \) (i.e. the B.a. \( P(\Sigma) \) is atom free) which fails to be a closed measure?

If an example of the type required for Qu.10 exists, then there cannot exist any localizable measure \( \mu : \Sigma \rightarrow [0, \infty] \) satisfying \( P \ll \mu \), [22; Proposition 2.23].

Let \( P : \Sigma \rightarrow L_s(X) \) be a spectral measure, with \( \Sigma \) a \( \sigma \)-algebra of subsets of some set \( \Omega \). A \( \Sigma \)-measurable function \( f : \Omega \rightarrow \mathbb{C} \) is \( P \)-integrable if \( \int_\Omega |f| d|\langle Px, x' \rangle| < \infty \) for \( x \in X \) and \( x' \in X' \), and if there exists \( \int_\Omega f dP \in L(X) \) such that \( \langle \int_\Omega f dP, x \rangle = \int_\Omega f d\langle Px, x' \rangle \) for \( x \in X, x' \in X' \). Here \( \langle Px, x' \rangle \) is the complex measure \( E \mapsto \langle P(E)x, x' \rangle \), for \( E \in \Sigma \), and \( |\langle Px, x' \rangle| \) is its variation measure. This definition (for spectral measures) agrees with that for general lc-space valued vector measures, [15]; see [19; Lemma 1.2]. The space of \( P \)-integrable functions is denoted by \( L^1(P) \). Two \( P \)-integrable functions \( f \) and \( g \) are \( P \)-equivalent if \( \{ w \in \Omega : f(w) \neq g(w) \} \) is a \( P \)-null set. The quotient space of \( L^1(P) \) modulo \( P \)-equivalence is denoted by \( L^1(P) \).

Let \( X \) be a Banach space. The only \( P \)-integrable functions are the \( P \)-essentially bounded ones, [31; Section 4, Remark (1)], that is, those measurable functions \( f \) with \( |f|_P := \inf\{||f|_{X_E}|_{\infty} : E \in \Sigma, P(E) = 1\} < \infty \). The space of all \( P \)-equivalence classes of such functions is denoted by \( L^\infty(P) \). The previous fact is false in Fréchet lc-spaces. Indeed, let \( \omega \) be the Fréchet space of all complex sequences with the topology of pointwise convergence on \( \mathbb{N} \), and \( P : 2^\mathbb{N} \rightarrow L(\omega) \) be the spectral measure given by \( P(E)x = (x_1 \chi_E(1), x_2 \chi_E(2), \ldots) \) for \( E \in 2^\mathbb{N} \) and \( x = (x_1, x_2, \ldots) \in \omega \). An example of \( f \in L^1(P) \backslash L^\infty(P) \) is given by \( f(n) = n \), for \( n \in \mathbb{N} \), where \( \int_\omega f dP \in L(\omega) \) is specified by \( x \mapsto (x_1, 2x_2, 3x_3, \ldots) \) for \( x \in \omega \). There also exist examples of (non-normable) Fréchet lc-spaces and non-trivial spectral measures \( P \) in such spaces, whose only \( P \)-integrable functions are those in \( L^\infty(P) \); two examples occur in [28; Section 2]. However, for each of the Fréchet spaces in these two examples there exist other spectral measures \( Q \) for which the inclusion \( L^\infty(Q) \subseteq L^1(Q) \) is proper.
Question 11 Let $X$ be a Fréchet lc-space with the property that every $L_s(X)$-valued spectral measure $P$ satisfies $L^1(P) = L^\infty(P)$. Is $X$ isomorphic to a Banach space?

Any Fréchet space containing a copy of $\omega$ contains a complemented copy of $w$. Taking into account the properties of $P : 2^N \to L(u)$ described prior to Qu.11, it is clear no Fréchet lc-space containing a copy of $\omega$ can fulfill the hypotheses of Qu.11. Beyond the class of Fréchet lc-spaces no “result” along the lines suggested by Qu.11 is possible. Indeed, there exist non-metrizable lcH-spaces $X$ (even quasicomplete) with the property that $L^1(P) = L^\infty(P)$ for every spectral measure $P$ acting on $X$, [25].

Given a B.a. $B \subseteq L(X)$, let $(\overline{B})^s$ denote the closed subalgebra of $L(X)$ generated by $B$ in $L_s(X)$. If $X$ is quasicomplete, $L_s(X)$ is sequentially complete and $B$ is equicontinuous, then $(\overline{B})^s$ has the structure of a Dedekind complete, complex $f$-algebra with separately continuous multiplication. With respect to this order structure there is a family of seminorms on $L_s(X)$ which generate the restriction of $\tau_s$ to $(\overline{B})^s$ and such that $(\overline{B})^s$ is locally solid, complete and Lebesgue with respect to this topology, [6; Section 2]. As a consequence, the restriction to $(\overline{B})^s$ of every $\xi \in (L_s(X)')'$ has the form

$$T \mapsto \langle Tx, x' \rangle, \quad T \in (\overline{B})^s,$$

for some $x \in X$ and $x' \in X'$, [6; Proposition 3.2]. For $X$ a Banach space this is due to T.A. Gillespie, [12].

Let $(\overline{B})^{s,\sim}$ be the order dual of the complex Riesz space $(\overline{B})^s$. A linear functional $\varphi \in (\overline{B})^{s,\sim}$ is order continuous if $\inf_{\alpha} |\varphi(T_\alpha)| = 0$ for every decreasing net $T_\alpha \downarrow 0$ in $(\overline{B})^s$. Denote the set of all order continuous functionals by $(\overline{B})^{s,\sim}$. For $X$ a Banach space and $B \subseteq L(X)$ a Bade $\sigma$-complete B.a. it is known $(\overline{B})^{s,\sim} = (\overline{B})^{s,\sim}$, that is, every $\varphi \in (\overline{B})^{s,\sim}$ is of the form (*) for some $x \in X$ and $x' \in X'$, [6; Proposition 3.10]. In particular, every order continuous functional on $(\overline{B})^s$ is automatically $\tau_s$-continuous. This is a classical result of R. Pallu de la Barrière, [24], when $(\overline{B})^s$ is an abelian $W^*$-algebra.

Question 12 Let $X$ be a quasicomplete lcHs with $L_s(X)$ sequentially complete and $B \subseteq L(X)$ be any equicontinuous, Bade $\sigma$-complete B.a.. Is it still the case that $(\overline{B})^{s,\sim}' = (\overline{B})^s$?

Given a lcHs $X$ let $X'_{\beta}$ be the strong dual space of $X$. Then $L_0(X'_{\beta})$ denotes $L(X'_{\beta})$ equipped with the topology of uniform convergence on the bounded subsets of $X'_{\beta}$. Let $L_w(X'_{\beta})$ denote $L(X'_{\beta})$ equipped with its weak-star operator topology, that is, the topology generated by the seminorms $q_{x,x'}(S) = \langle x, Sx' \rangle$, for $S \in L(X'_{\beta})$, as $x$ varies through $X$ and $x'$ varies through $X'$. Given $T \in L(X)$, its dual operator $T'$ is an element of $L(X'_{\beta})$.

A result of M. Orhon, [23; Theorem 2], states if $X$ is a Banach space and $B \subseteq L(X)$ is a Bade complete B.a., then the subalgebra $\{T' : T \in (\overline{B})^s \} \subseteq L(X')$ is closed in $L_w^*(X'_{\beta})$. Since $(\overline{B})^s$ coincides with the closed subalgebra $(\overline{B})^b$ of $L_0(X)$ generated by $B$ with respect to the operator norm, [9; Ch.XVII], and $\|S\| = \|S'\|$ for all $S \in L(X)$, it follows the subalgebra $(\overline{B})^b$ of $L_0(X'_{\beta})$ generated by $B' := \{B' : B \in B\}$ with respect to the operator norm in $L_0(X'_{\beta})$ coincides with $(\overline{B})^{s,\sim}_w$, i.e. with that generated by $B'$ in $L_w^*(X'_{\beta})$. This is surprising as the B.a. of projections $B'$ need not be Bade $\sigma$-complete in $L(X'_{\beta})$. 

Question 13 Let $X$ be a Fréchet lc-space and $B \subseteq L(X)$ be a Bade complete B.a. of projections. Is $\{T'' : T \in (B)^{**} \subseteq L(X''_p)\}$ a closed subalgebra of $L_{w^*}(X''_p)$? Moreover, is it the case that $(B')^{**} \subseteq L_b(X'_p)$ coincides with $(B')^{w^*} \subseteq L_{w^*}(X'_p)$?
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1. Introduction

In this paper we are dealing with non-associative generalizations of $C^\ast$-algebras. In relation to this matter, a first question arises, namely how associativity can be removed in $C^\ast$-algebras. Since $C^\ast$-algebras are originally defined as certain algebras of operators on complex Hilbert spaces, it seems that they are “essentially” associative. However, fortunately, the abstract characterizations of (associative) $C^\ast$-algebras given by either Gelfand-Naimark or Vidav-Palmer theorems allows us to consider the working of such abstract systems of axioms in a general non-associative setting.

To be more precise, for a norm-unital complete normed (possibly non associative) complex algebra $A$, we consider the following conditions:

$\text{(VP)}$ (VIDAV-PALMER AXIOM). $A = H(A, 1) + iH(A, 1)$.

$\text{(GN)}$ (GELFAND-NAIMARK AXIOM). There is a conjugate-linear vector space involution $*$ on $A$ satisfying $1^* = 1$ and $\| a^* a \| = \| a \|^2$ for every $a$ in $A$.

$^*$Partially supported by Junta de Andalucía grant FQM 0199
In both conditions, 1 denotes the unit of \( A \), whereas, in \( (VP) \), \( H(A, 1) \) stands for the closed real subspace of \( A \) consisting of those element \( h \) in \( A \) such that \( f(h) \) belongs to \( \mathbb{R} \) whenever \( f \) is a bounded linear functional on \( A \) satisfying \( \| f \| = f(1) = 1 \).

If the norm-unital complete normed complex algebra \( A \) above is associative, then \( (GN) \) and \( (VP) \) are equivalent conditions, both providing nice characterizations of unital \( C^* \)-algebras (see for instance [10, Section 38]). In the general non-associative case we are considering, things begin to be funnier. Indeed, it is easily seen that \( (GN) \) implies \( (VP) \) (argue as in the proof of [10, Proposition 12.20]), but the converse implication is not true (take \( A \) equal to the Banach space of all \( 2 \times 2 \)-matrices over \( \mathbb{C} \), regarded as operators on the two-dimensional complex Hilbert space, and endow \( A \) with the product \( a \circ b := \frac{1}{2}(ab+ba) \)).

The funny aspect of the non-associative consideration of Vidav-Palmer and Gelfand-Naimark axioms greatly increases thanks to the fact, which is explained in what follows, that Condition \( (VP) \) (respectively, \( (GN) \)) on a norm-unital complete normed complex algebra \( A \) implies that \( A \) is “nearly” (respectively, “very nearly”) associative. To specify our last assertion, let us recall some elemental concepts of non-associative algebra. **Alternative algebras** are defined as those algebras \( A \) satisfying \( a^2b = a(ab) \) and \( ba^2 = (ba)a \) for all \( a, b \) in \( A \). By Artin’s theorem [65, p. 29], an algebra \( A \) is alternative (if and only if), for all \( a, b \) in \( A \), the subalgebra of \( A \) generated by \( \{a, b\} \) is associative. Following [65, p. 141], we define **non-commutative Jordan algebras** as those algebras \( A \) satisfying the **Jordan identity** \( (ab)a^2 = a(ba^2) \) and the **flexibility** condition \( (ab)a = a(ba) \). Non-commutative Jordan algebras are **power-associative** [65, p. 141] (i.e., all single-generated subalgebras are associative) and, as a consequence of Artin’s theorem, alternative algebras are non-commutative Jordan algebras. For an element \( a \) in a non-commutative Jordan algebra \( A \), we denote by \( U_a \) the mapping \( b \rightarrow a(ab+ba) - a^2b \) from \( A \) to \( A \). In Definitions 1.1 and 1.2 immediately below we provide the algebraic notions just introduced with analytic robes.

**Definition 1.1.** By a **non-commutative \( JB^* \)-algebra** we mean a complete normed non-commutative Jordan complex algebra (say \( A \)) with a conjugate-linear algebra-involution * satisfying

\[
\| U_a(a^*) \| = \| a \|^3
\]

for every \( a \) in \( A \).

**Definition 1.2.** By an **alternative \( C^* \)-algebra** we mean a complete normed alternative complex algebra (say \( A \)) with a conjugate-linear algebra-involution * satisfying

\[
\| a^*a \| = \| a \|^2
\]

for all \( a \) in \( A \).

Since, for elements \( a, b \) in an alternative algebra, the equality \( U_a(b) = abo \) holds, it is not difficult to realize that alternative \( C^* \)-algebras become particular examples of non-commutative \( JB^* \)-algebras. In fact alternative \( C^* \)-algebras are nothing but those non-commutative \( JB^* \)-algebras which are alternative [48, Proposition 1.3]. Now the behaviour of Vidav-Palmer and Gelfand-Naimark axioms in the non-associative setting are clarified by means of Theorems 1.3 and 1.4, respectively, which follow.

**Theorem 1.3 ([54, Theorem 12]).** Norm-unital complete normed complex algebras fulfilling Vidav-Palmer axiom are nothing but unital non-commutative \( JB^* \)-algebras.
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Theorem 1.4 ([53, Theorem 14]). Norm-unital complete normed complex algebras fulfilling Gelfand-Naimark axiom are nothing but unital alternative C*-algebras.

After Theorems 1.3 and 1.4 above, there is no doubt that both alternative C*-algebras and non-commutative JB*-algebras become reasonable non-associative generalizations (the second containing the former) of (possibly non unital) classical C*-algebras.

The basic structure theory for non-commutative JB*-algebras is concluded about 1984 (see [3], [11], [48], and [49]). In these papers a precise classification of certain prime non-commutative JB*-algebras (the so-called "non-commutative JBW*-factors") is obtained, and the fact that every non-commutative JB*-algebra has a faithful family of the so-called "Type I" factor representations is proven. When these results specialize for classical C*-algebras, Type I non-commutative JBW*-factors are nothing but the (associative) W*-factors consisting of all bounded linear operators on some complex Hilbert space, and, consequently, Type I factor representations are precisely irreducible representations on Hilbert spaces. Alternative C*-algebras are specifically considered in [12] and [48], where it is shown that alternative W*-factors are either associative or equal to the (essentially unique) alternative C*-algebra OIC of complex octonions. In fact, as noticed in [59, p. 103], it follows easily from [76, Theorem 9, p. 194] that every prime alternative C*-algebra is either associative or equal to OIC.

In recent years we have revisited the theory of non-commutative JB*-algebras and alternative C*-algebras with the aim of refining some previously known facts, as well as of developing some previously unexplored aspects. Most results got in this goal appear in [39], [40], and [41]. In the present paper we review the main results obtained in the papers just quoted, and prove some new facts.

Section 2 deals with the theorem in [39] that the product $p_A$ of every non-zero alternative C*-algebra $A$ is a vertex of the closed unit ball of the Banach space of all continuous bilinear mappings from $A \times A$ into $A$. We note that this result seems to be new even in the particular case that the alternative C*-algebra $A$ above is in fact associative. If $A$ is only assumed to be a non-commutative JB*-algebra, then it is easily seen that the above vertex property for $p_A$ can fail. The question whether the vertex property for $p_A$ characterizes alternative C*-algebras $A$ among non-commutative JB*-algebras remains an open problem. In any case, if the vertex property for $p_A$ is relaxed to the extreme point property, then the answer to the above question is negative.

In Section 3 we collect a classification of prime non-commutative JB*-algebras, which generalizes that of non-commutative JBW*-factors. According to the main result of [40], if $A$ is a prime non-commutative JB*-algebra, and if $A$ is neither quadratic nor commutative, then there exists a prime C*-algebra $B$, and a real number $\lambda$ with $\frac{1}{2} < \lambda \leq 1$ such that $A = B$ as involutive Banach spaces, and the product of $A$ is related to that of $B$ (denoted by $\Box$, say) by means of the equality $ab = \lambda a\Box b + (1 - \lambda)b\Box a$. We note that prime JB*-algebras which are either quadratic or commutative are well-understood (see [49, Section 3] and the Zel’manov-type prime theorem for JB*-algebras [26, Theorem 2.3], respectively).

Following [67, Definition 20.18], we say that a bounded domain $\Omega$ in a complex Banach space is symmetric if for each $x$ in $\Omega$ there exists an involutive holomorphic mapping $\varphi : \Omega \to \Omega$ having $x$ as an isolated fixed point. It is well-known that the open unit balls
of $C^*$-algebras are bounded symmetric domains. It is also folklore that $C^*$-algebras have approximate units bounded by one. In Section 4 we review the result obtained in [41] asserting that the above two properties characterize $C^*$-algebras among complete normed associative complex algebras. The key tools in the proof are W. Kaup’s materialization (up to biholomorphic equivalence) of bounded symmetric domains as open unit balls of $JB^*$-triples [43], the Braun-Kaup-Upmeier holomorphic characterization of the Banach spaces underlying unital $JB^*$-algebras [13], and the Vidav-Palmer theorem (both in its original form [8, Theorem 6.9] and in Moore’s reformulation [9, Theorem 31.10]). Actually, applying the non-associative versions of the Vidav-Palmer and Moore’s theorems (see Theorem 1.3 and [44], respectively), it is shown in [41] that a complete normed complex algebra is a non-commutative $JB^*$-algebra if and only if it has an approximate unit bounded by one, and its open unit ball is a bounded symmetric domain.

Sections 5 and 6 are devoted to prove new results. In Section 5 we introduce multipliers on non-commutative $JB^*$-algebras, and prove that the set $M(A)$ of all multipliers on a given non-commutative $JB^*$-algebra $A$ becomes a new non-commutative $JB^*$-algebra. Actually, in a precise categorical sense, $M(A)$ is the largest non-commutative $JB^*$-algebra which contains $A$ as a closed essential ideal (Theorem 5.6). We note that, if $A$ is in fact an alternative $C^*$-algebra, then so is $M(A)$.

Section 6 deals with the non-associative discussion of the Kadison-Paterson-Sinclair theorem [47] asserting that surjective linear isometries between $C^*$-algebras are precisely the compositions of Jordan-*$*$-isomorphisms (between the given algebras) with left multiplications by unitary elements in the multiplier $C^*$-algebra of the range algebra. In this direction we prove (see Propositions 6.3 and 6.8, and Theorem 6.7) that, for a non-commutative $JB^*$-algebra $A$, the following assertions are equivalent:

1. Left multiplications on $A$ by unitary elements of $M(A)$ are isometries.
2. $A$ is an alternative $C^*$-algebra.
3. For every non-commutative $JB^*$-algebra $B$, and every surjective linear isometry $F: B \to A$, there exists a Jordan-*$*$-isomorphism $G: B \to A$, and a unitary element $u$ in $M(A)$ satisfying $F(b) = uG(b)$ for all $b$ in $B$.

Section 6 also contains a discussion of the question whether linearly isometric non-commutative $JB^*$-algebras are Jordan-*$*$-isomorphic (see Theorem 6.10 and Corollary 6.12). A similar discussion in the particular unital case can be found in [13, Section 5]. Moreover, we prove that hermitian operators on a non-commutative $JB^*$-algebra $A$ are nothing but those operators on $A$ which can be expressed as the sum of a left multiplication by a self-adjoint element of $M(A)$, and a Jordan-derivation of $A$ anticommuting with the $JB^*$-involution of $A$ (Theorem 6.13).

The concluding section of the paper (Section 7) is devoted to notes and remarks.

We devote the last part of the present section to briefly review the relation between non-commutative $JB^*$-algebras and other close mathematical models. First we note that, by the power-associativity of non-commutative Jordan algebras, every self-adjoint element of a non-commutative $JB^*$-algebra $A$ is contained in a commutative $C^*$-algebra. Analogously, by Artin’s theorem, every element of an alternative $C^*$-algebra is contained
Non associative $C^*$-algebras revisited

in a $C^*$-algebra. Let us also note that, in questions and results concerning a given non-commutative $JB^*$-algebra $A$, we often can assume that $A$ is commutative (called then simply a $JB^*$-algebra). The sentence just formulated merits some explanation. For every algebra $A$, let us denote by $A^+$ the algebra whose vector space is the one of $A$ and whose product $\circ$ is defined by $a \circ b := \frac{1}{2}(ab + ba)$. With this convention of symbols, the fact is that, if $A$ is a non-commutative $JB^*$-algebra, then $A^+$ becomes a $JB^*$-algebra under the norm and the involution of $A$. $JB^*$-algebras were introduced by I. Kaplansky, and studied first by J. D. M. Wright [69] (in the unital case) and M. A. Youngson [74] (in the general case). By the main results in those papers, $JB^*$-algebras are in a bijective categorical correspondence with the so-called $JB$-algebras. The correspondence is obtained by passing from each $JB^*$-algebra $A$ to its self-adjoint part $A_{sa}$. $JB$-algebras are defined as those complete normed Jordan real algebras $B$ satisfying $||x||^2 \leq ||x^2 + y^2||$ for all $x, y$ in $B$. They were introduced by E. M. Alfsen, F. W. Shultz, and E. Stormer [2], and their basic theory is today nicely collected in [29]. Finally, let us shortly comment on the relation between non-commutative $JB^*$-algebras and $JB^*$-triples (see Section 4 for a definition). Every non-commutative $JB^*$-algebra is a $JB^*$-triple under a triple product naturally derived from its binary product and its $JB^*$-involution (see [13], [67], and [74]). As a partial converse, every $JB^*$-triple can be seen as a $JB^*$-subtriple of a suitable $JB^*$-algebra [27]. Moreover, alternative $C^*$-algebras have shown useful in the structure theory of $JB^*$-triples [31]. $JB^*$-triples were introduced by W. Kaup [42] in the search of an algebraic setting for the study of bounded symmetric domains in complex Banach spaces.

2. Geometric properties of the products of alternative $C^*$-algebras

As in the case of $C^*$-algebras, the algebraic structure of non-commutative $JB^*$-algebras is closely related to the geometry of the Banach spaces underlying them. Let us therefore begin our work by fixing notation and recalling some basic concepts in the setting of normed spaces.

Let $X$ be a normed space. We denote by $S_X$, $B_X$, and $X'$ the unit sphere, the closed unit ball, and the dual space, respectively, of $X$. $BL(X)$ will denote the normed algebra of all bounded linear operators on $X$, and $I_X$ will stand for the identity operator on $X$. Each continuous bilinear mapping from $X \times X$ into $X$ will be called a product on $X$. Each product $f$ on $X$ has a natural norm $||f||$ given by $||f|| := \sup\{||f(x, y)|| : x, y \in B_X\}$. We denote by $\Pi(X)$ the normed space of all products on $X$.

Now, let $u$ be a norm-one element in the normed space $X$. The set of states of $X$ relative to $u$, $D(X, u)$, is defined as the nonempty, convex, and weak*-compact subset of $X'$ given by

$$D(X, u) := \{\phi \in B_{X'} : \phi(u) = 1\}.$$ 

For $x$ in $X$, the numerical range of $x$ relative to $u$, $V(X, u, x)$, is given by

$$V(X, u, x) := \{\phi(x) : \phi \in D(X, u)\}.$$ 

We say that $u$ is a vertex of $B_X$ if the conditions $x \in X$ and $\phi(x) = 0$ for all $\phi$ in $D(X, u)$ imply $x = 0$. It is well-known and easy to see that the vertex property for $u$ implies that
$u$ is an extreme point of $B_X$. For $x$ in $X$, we define the **numerical radius** of $x$ relative to $u$, $v(X, u, x)$, by

$$v(X, u, x) := \max\{ |\rho| : \rho \in V(X, u, x) \}.$$  

The **numerical index** of $X$ relative to $u$, $n(X, u)$, is the number given by

$$n(X, u) := \max\{ r \geq 0 : r \| x \| \leq v(X, u, x) \text{ for all } x \in X \}.$$  

We note that $0 \leq n(X, u) \leq 1$ and that the condition $n(X, u) > 0$ implies that $u$ is a vertex of $B_X$. Note also that, if $Y$ is a subspace of $X$ containing $u$, then $n(Y, u) \geq n(X, u)$.

The study of the geometry of norm-unital complex Banach algebras at their units ([8], [9]) takes its first impetus from the celebrated Bohnenblust-Karlin theorem [7] asserting that the unit $1$ of such an algebra $A$ is a vertex of the closed unit ball of $A$. As observed in [8, pp. 33-34], the Bohnenblust-Karlin paper actually contains the stronger result that, for such an algebra $A$, the inequality $n(A, 1) \geq \frac{1}{2}$ holds.

Now let $A$ be a (possibly non unital and/or non associative) complete normed complex algebra. Then the product $p_A$ of $A$ becomes a natural distinguished element of the Banach space $\Pi(A)$ of all products on the Banach space underlying $A$. Moreover, in most natural examples (for instance, if $A$ has a norm-one unit or is a non-zero non-commutative $JB^*$-algebra), we have $\| p_A \| = 1$. In these cases one can naturally wonder if $p_A$ is a vertex of the closed unit ball of $\Pi(A)$. Even if $A$ is a non-commutative $JB^*$-algebra, the answer to the above question can be negative. Indeed, if $B$ is a $C^*$-algebra which fails to be commutative, if $\lambda$ is a real number with $0 < \lambda < 1$, and if we replace the product $xy$ of $B$ with the one $(x, y) \rightarrow \lambda xy + (1 - \lambda)yx$, then we obtain a non-commutative $JB^*$-algebra (say $A$) whose product is not an extreme point (much less a vertex) of $B_{\Pi(A)}$. With $\lambda = \frac{1}{2}$ in the above construction, we even obtain a (commutative) $JB^*$-algebra with such a pathology. However, in the case that $A$ is in fact an alternative $C^*$-algebra, the answer to the question we are considering is more than affirmative. Precisely, we have the following theorem.

**Theorem 2.1 ([39, Theorem 2.5]).** Let $A$ be a non zero alternative $C^*$-algebra. Then $n(\Pi(A), p_A)$ is equal to $1$ or $\frac{1}{2}$ depending on whether or not $A$ is commutative.

In order to provide the reader with a sketch of proof of Theorem 2.1, we comment on the background needed in such a proof, putting special emphasis in those results which will be applied later in the present paper. Among them, the more important one is the following.

**Theorem 2.2 ([48, Theorem 1.7]).** Let $A$ be a non-commutative $JB^*$-algebra. Then the bidual $A''$ of $A$ becomes naturally a unital non-commutative $JB^*$-algebra containing $A$ as a $*$-invariant subalgebra. Moreover $A''$ satisfies all multi-linear identities satisfied by $A$.

In fact, in the proof of Theorem 2.1 we only need the next straightforward consequence of Theorem 2.2.

**Corollary 2.3 ([48, Corollary 1.9]).** If $A$ is an alternative $C^*$-algebra, then $A''$ becomes naturally a unital alternative $C^*$-algebra containing $A$ as a $*$-invariant subalgebra.
It follows from Theorem 2.2 (respectively, Corollary 2.3) that the unital hull $A_1$ of a non-commutative $JB^*$- (respectively, alternative $C^*$-) algebra $A$ can be seen as a non-commutative $JB^*$- (respectively, alternative $C^*$-) algebra for suitable norm and involution extending those of $A$ [48, Corollary 1.10]. In fact we have had to refine this result by proving the following lemma (compare [10, Lemma 12.19 and its proof]).

**Lemma 2.4 ([39, Lemma 2.3])**. Let $A$ be a non-commutative $JB^*$-algebra. For $x$ in $A_1$, let $T_x$ denote the operator on $A$ defined by $T_x(a) := xa$. Then $A_1$, endowed with the unique conjugate-linear algebra involution extending that of $A$ and the norm $\| \cdot \|$ given by $\| x \| := \| T_x \|$ for all $x$ in $A_1$, is a non-commutative $JB^*$-algebra containing $A$ isometrically.

Theorem 2.2 (respectively, Corollary 2.3) gives rise naturally to the so-called non-commutative $JBW^*$- (respectively, alternative $W^*$-) algebras, namely non-commutative $JB^*$— (respectively, alternative $C^*$—) algebras which are dual Banach spaces. The fact that the product of every non-commutative $JBW^*$-algebra is separately $w^*$-continuous [48, Theorem 3.5] will be often applied along this paper. For instance, such a fact, together with Theorem 2.2, yields easily Lemma 2.4 as well as the result that, if $A$ is a non-commutative $JB^*$-algebra, and if $a$ is an element of $A$, then $a$ belongs to the norm-closure of $aB_A$ [39, Lemma 2.4].

Another background result applied in the proof of Theorem 2.1 is a non-associative generalization of [19, Theorem 1] asserting that, if $A$ is a non zero non-commutative $JB^*$-algebra with a unit $1$, then $n(A, 1)$ is equal to $1$ or $\frac{1}{2}$ depending on whether or not $A$ is associative and commutative [53, Theorem 26] (see also [33, Theorem 4]). Since commutative alternative complex algebras are associative [76, Corollary 7.1.2], it follows from the above that, if $A$ is a non zero alternative $C^*$-algebra with a unit $1$, then $n(A, 1)$ is equal to $1$ or $\frac{1}{2}$ depending on whether or not $A$ is commutative.

Before to formally attack a sketch of proof of Theorem 2.1, let us note that, given a unital alternative $C^*$-algebra $A$, unitary elements of $A$ are defined verbatim as in the associative particular case, that left multiplications on $A$ by unitary elements of $A$ are surjective linear isometries (a consequence of [65, p. 38]), and that, easily (see for instance [12, Theorem 2.10]), the Russo-Dye-Palmer equalities

$$B_A = \overline{co}\{u : u \text{ unitary in } A\} = \overline{co}\{e^{ith} : h \in A_{sa}\}$$

hold for $A$. Here $\overline{co}$ means closed convex hull and, to be brief, we have written $e^{ith}$ instead of $\exp(ih)$.

**Sketch of proof of Theorem 2.1.**- Given a set $E$ and a normed algebra $B$, let us denote by $B(E, B)$ the normed algebra of all bounded functions from $E$ into $B$ (with point-wise operations and the supremum norm). Now, for the non-zero alternative $C^*$-algebra $A$, let us consider the chain of linear mappings

$$A_1 \xrightarrow{F_1} BL(A) \xrightarrow{F_2} \Pi(A) \xrightarrow{F_3} \Pi(A^\prime) \xrightarrow{F_4} B((A^\prime)_{sa} \times (A^\prime)_{sa}, A^\prime),$$

where $F_1(z) := T_z$ for every $z$ in $A_1$, $F_2(T)(a, b) := T(ab)$ for every $T$ in $BL(A)$ and all $a, b$ in $A$, $F_3(f) := f^{\prime\prime}$ (the third Arens transpose of $f$ [4]) for every $f$ in $\Pi(A)$,
and \( F_4(g)(h,k) := e^{-ih}(g(e^{ih}, e^{ik})e^{-ik}) \) for every \( g \) in \( \Pi(A'') \) and all \( h,k \) in \( (A'')_{sa}. \) It follows easily from the information collected above that, for \( i = 1, \ldots, 4, \) \( F_i \) is a linear isometry. Moreover, we have \( F_1(1) = I_A, \; F_2(I_A) = p_A, \; F_3(p_A) = p_A', \) and \( F_4(p_A') = I, \) where \( I \) denotes the constant mapping equal to the unit of \( A'' \) on \( (A'')_{sa} \times (A'')_{sa}. \) Let \( \delta \) denote either 1 or \( \frac{1}{2} \) depending on whether or not \( A \) is commutative. Since \( A_1 \) and \( B((A'')_{sa} \times (A'')_{sa}, A'') \) are alternative \( C^* \)-algebras with units \( 1 \) and \( I, \) respectively, and they are commutative if and only if even if it is, it follows

\[
\delta = n(A_1, 1) \geq n(BL(A), I_A) \geq n(\Pi(A), p_A) \geq n(\Pi(A''), P_A') \geq n(B((A'')_{sa} \times (A'')_{sa}, A''), I) = \delta.
\]

The **normed space numerical index**, \( N(X) \), of a non-zero normed space \( X \) is defined by the equality \( N(X) := n(BL(X), I_X). \) The above argument clarifies the proof of Huruya’s theorem [32] that, if \( A \) is a non zero \( C^* \)-algebra, then \( N(A) \) is equal to 1 or \( \frac{1}{2} \) depending on whether or not \( A \) is commutative, and generalizes Huruya’s result to the setting of alternative \( C^* \)-algebras. In fact, with methods rather similar to those in the proof of Theorem 2.1, we have been able to prove the stronger result that, if \( A \) is a non zero non-commutative \( JB^* \)-algebra, then \( N(A) \) is equal to 1 or \( \frac{1}{2} \) depending on whether or not \( A \) is associative and commutative [39, Proposition 2.6]. This result was already formulated in [33, Theorem 5] as a direct consequence of Theorem 2.2, the particular case of such a result for unital non-commutative \( JB^* \)-algebras [53, Corollary 33], and the claim in [21] that, for every normed space \( X, \) the equality \( N(X') = N(X) \) holds. However, as a matter of fact, the proof of the claim in [21] never appeared, and the question if for an arbitrary normed space \( X \) the equality \( N(X') = N(X) \) holds remains an open problem among people interested in the field. In view of this open problem, we investigated about the normed space numerical indexes of preduals of non-commutative \( JBW^* \)-algebras, and proved that, if \( A \) is a non zero non-commutative \( JBW^* \)-algebra (with predual denoted by \( A_\lambda \)), then \( N(A_\lambda) \) is equal to 1 or \( \frac{1}{2} \) depending on whether or not \( A \) is associative and commutative [39, Proposition 2.8].

In relation to Theorem 2.1, we conjecture that, if \( A \) is a non-commutative \( JB^* \)-algebra such that \( p_A \) is a vertex of \( B(\Pi(A)), \) then \( A \) is an alternative \( C^* \)-algebra. We know that, in the above conjecture we relax the condition that \( p_A \) is a vertex of \( B(\Pi(A)) \) to the one that \( p_A \) is an extreme point of \( B(\Pi(A)), \) then the answer is negative [39, Example 3.2].

**3. Prime non-commutative \( JB^* \)-algebras**

By a **non-commutative \( JBW^* \)-factor** we mean a prime non-commutative \( JBW^* \)-algebra. A non-commutative \( JBW^* \)-factor is said to be of **Type I** if the closed unit ball of its predual has some extreme point (compare [49, Theorem 1.11]). As we commented in Section 1, one of the main results in the structure theory of non-commutative \( JB^* \)-algebras is the following.

**Theorem 3.1 ([49, Theorem 2.7])**. **Type I** non-commutative \( JBW^* \)-factors are either commutative, quadratic, or of the form \( BL(H)^{(\lambda)} \) for some complex Hilbert space \( H \) and some \( \frac{1}{2} < \lambda \leq 1. \)
We recall that, according to [65, pp. 49-50], an algebra $A$ over a field $F$ is called quadratic over $F$ if it has a unit $1, A \neq F1$, and, for each $a$ in $A$, there are elements $t(a)$ and $n(a)$ of $F$ such that $a^2 - t(a)a + n(a)1 = 0$. We also recall that, if $A$ is a non-commutative JB*-algebra, and if $\lambda$ is a real number with $0 \leq \lambda \leq 1$, then the involutive Banach space of $A$, endowed with the product $(a, b) \rightarrow \lambda ab + (1 - \lambda)ba$, becomes a non-commutative JB*-algebra which is usually denoted by $A^{(\lambda)}$.

In [40] we obtain a reasonable generalization of Theorem 3.1, which reads as follows.

Theorem 3.2 ([40, Theorem 4]). Prime non-commutative JB*-algebras are either commutative, quadratic, or of the form $C^{(\lambda)}$ for some prime C*-algebra $C$ and some $\frac{1}{2} < \lambda \leq 1$.

In fact we derived Theorem 3.2 from Theorem 3.1 and the fact that every JB*-algebra has a faithful family of Type I factor representations [49, Corollary 1.13]. In what follows we provide the reader with an outline of the argument. First we recall that a factor representation of a given non-commutative JB*-algebra $A$ is a $\sigma$-dense range *-homomorphism from $A$ into some non-commutative JBW*-factor. For convenience, let us say that a factor representation $\varphi : A \rightarrow B$ is commutative, quadratic, or quasi-associative whenever the non-commutative JBW*-factor $B$ is commutative, quadratic, or of the form $B^{(\lambda)}$ for some W*-factor $B$ and some $\frac{1}{2} < \lambda \leq 1$, respectively. Now, if the non-commutative JB*-algebra $A$ is prime, then it follows easily from the information collected above that at least one of the following families of factor representations of $A$ is faithful:

1. The family of all commutative Type I factor representations of $A$.
2. The family of all quadratic Type I factor representations of $A$.
3. The family of all quasi-associative Type I factor representations of $A$.

Since clearly $A$ is commutative whenever the family in (1) is faithful, the unique remaining problem is to show that, if the family in (2) (respectively, (3)) is faithful, then $A$ is quadratic (respectively, of the form $C^{(\lambda)}$ for some prime C*-algebra $C$ and some $\frac{1}{2} < \lambda \leq 1$). To overcome this obstacle we replaced algebraic ultraproducts with Banach ultraproducts [30] in an argument of E. Zel’manov [75] in his determination of prime nondegenerate Jordan triples of Clifford type, to obtain the proposition which follows. We note that, if $\{A_i\}_{i \in I}$ is a family of non-commutative JB*-algebras, and if $U$ is an ultrafilter on $I$, then the Banach ultraproduct $(A_i)_U$ is a non-commutative JB*-algebra in a natural way.

Proposition 3.3 ([40, Proposition 2]). Let $A$ be a prime non-commutative JB*-algebra, $I$ a non-empty set, and, for each $i$ in $I$, let $\varphi_i$ be a *-homomorphism from $A$ into a non-commutative JB*-algebra $A_i$. Assume that $\cap_{i \in I} \text{Ker}(\varphi_i) = 0$. Then there exists an ultrafilter $U$ on $I$ such that the *-homomorphism $\varphi : x \rightarrow (\varphi_i(x))$ from $A$ to $(A_i)_U$ is injective.

When in the above proposition the family $\{\varphi_i\}_{i \in I}$ actually consists of quadratic (respectively, quasi-associative) factor representations of the prime non-commutative JB*-algebra $A$, it is not difficult to see that the non-commutative JB*-algebra $(A_i)_U$ is
quadratic (respectively, of the form $C^{(x)}$ for some prime $C^*$-algebra $C$ and some $\frac{1}{2} < \lambda \leq 1$), so that, with some additional effort, it follows from the proposition that $A$ is quadratic (respectively, of the form $C^{(x)}$ for some prime $C^*$-algebra $C$ and some $\frac{1}{2} < \lambda \leq 1$), thus concluding the proof of Theorem 3.2.

In relation to Theorem 3.2, we note that prime $JB^*$-algebras which are either quadratic or commutative are well-understood. Quadratic prime non-commutative $JB^*$-algebras have been precisely described in [49, Section 3]. According to that description, they are in fact Type I non-commutative $JBW^*$-factors. Commutative prime $JB^*$-algebras are classified in the Zel'manov-type theorem for such algebras [26, Theorem 2.3].

We recall that a $W^*$-algebra is a $C^*$-algebra which is a dual Banach space, and that a $W^*$-factor is a prime $W^*$-algebra. The next result follows directly from Theorem 3.2.

**Corollary 3.4** ([3] [11]). Non-commutative $JBW^*$-factors are either commutative, quadratic, or of the form $B^{(x)}$ for some $W^*$-factor $B$ and some real number $\lambda$ with $\frac{1}{2} < \lambda \leq 1$.

For (commutative) $JBW^*$-factors, the reader is referred to [26, Proposition 1.1]. According to Theorem 3.1, for non-commutative $JBW^*$-factors of Type I, the $W^*$-factor $B$ arising in the above Corollary is equal to the algebra $BL(H)$ of all bounded linear operators on some complex Hilbert space $H$. This result follows from Corollary 3.4 and the fact that the algebras of the form $BL(H)$, with $H$ a complex Hilbert space, are the unique $W^*$-factors of Type I [29, Proposition 7.5.2]. A classification of (commutative) $JBW^*$-factors of Type I can be obtained from the categorical correspondence between $JBW$-algebras and $JBW^*$-algebras [22] and the structure theorem for $JBW^*$-factors of Type I [29, Corollary 5.3.7, and Theorems 5.3.8, 6.1.8, and 7.5.11]. The precise formulation of such a classification can be found in [40, Proposition 6].

A normed algebra $A$ is called topologically simple if $A^2 = 0$ and the unique closed ideals of $A$ are $\{0\}$ and $A$. Since topologically simple normed algebras are prime, the following corollary follows with minor effort from Theorem 3.2.

**Corollary 3.5** ([40, Corollary 7]). Topologically simple non-commutative $JB^*$-algebras are either commutative, quadratic, or of the form $B^{(x)}$ for some topologically simple $C^*$-algebra $B$ and some real number $\lambda$ with $\frac{1}{2} < \lambda \leq 1$.

We note that every quadratic prime $JB^*$-algebra is algebraically (hence topologically) simple. For topologically simple (commutative) $JB^*$-algebras, the reader is referred to [26, Corollary 3.1].

4. Holomorphic characterization of non-commutative $JB^*$-algebras

An approximate unit of a normed algebra $A$ is a net $\{b_\lambda\}_{\lambda \in \Lambda}$ in $A$ satisfying

$$\lim_{\lambda \in \Lambda} (ab_\lambda) = a \text{ and } \lim_{\lambda \in \Lambda} (b_\lambda a) = a$$

for every $a$ in $A$. If $A$ is a non-commutative $JB^*$-algebra, the self-adjoint part $A_{sa}$ of $A$ (regarded as a closed real subalgebra of $A^+$) is a $JB$-algebra [29, Proposition 3.8.2]. In this way, the self-adjoint part of any non-commutative $JB^*$-algebra $A$ is endowed with the order induced by the positive cone $\{a^2 : a \in A_{sa}\}$ [29, Section 3.3]. The following
proposition is proved in [68]. We include here the proof because reference [68] is not easily available. We recall that every JB-algebra has an increasing approximate unit consisting of positive elements with norm $\leq 1$ [29, Proposition 3.5.4].

**Proposition 4.1.** Every non-commutative JB*-algebra has an increasing approximate unit consisting of positive elements with norm $\leq 1$.

**Proof.** Let $A$ be a non-commutative JB*-algebra, and let $\{b_\lambda\}_{\lambda \in \Lambda}$ be an increasing approximate unit of the JB-algebra $A_{sa}$ consisting of positive elements with norm $\leq 1$. We are proving that $\{b_\lambda\}_{\lambda \in \Lambda}$ is in fact an approximate unit of $A$. Since $\{b_\lambda\}_{\lambda \in \Lambda}$ is clearly an approximate unit of $A^+$, it is enough to show that $\lim \{[a, b_\lambda]\}_{\lambda \in \Lambda} = 0$ for every $a$ in $A$. Here $[.,.]$ denotes the usual commutator on $A$. But, keeping in mind that the commutator is a derivation of $A^+$ in each of its variables [65, p. 146], for $a$ in $A$ we obtain

$$\lim \{[a^2, b_\lambda]\}_{\lambda \in \Lambda} = 2 \lim \{a \circ [a, b_\lambda]\}_{\lambda \in \Lambda} = 2 \lim \{[a, a \circ b_\lambda]\}_{\lambda \in \Lambda} = 0.$$ 

Now the proof is concluded by applying the well-known fact that every non-commutative JB*-algebra is the linear hull of the set of squares of its elements.

In [41] we rediscover the above result as a consequence of the following remarkable inequality for non-commutative JB*-algebras.

**Theorem 4.2 ([41, Theorem 1.3]).** Let $A$ be a non-commutative JB*-algebra, and $a$ be in $A_{sa}$. Then, for all $b$ in $A$ we have

$$\| [a, b] \|^2 \leq 16 \| b \| \| a^2 \circ b - a \circ (a \circ b) \|.$$ 

The proof of Theorem 4.2 above involves the whole theory of Type I factor representations of non-commutative JB*-algebras outlined in Section 3. If one is only interested in the specialization of Theorem 4.2 in the case that $A$ is an alternative $C^*$-algebra, then the proof is much easier. Indeed, in such a case the argument given in [41, Lemma 1.1] for classical $C^*$-algebras works verbatim.

Together with Proposition 4.1, the following result becomes of special interest for the matter we are developing in the present section.

**Proposition 4.3.** The open unit ball of every non-commutative JB*-algebra is a bounded symmetric domain.

The proof of the above proposition consists of the facts that non-commutative JB*-algebras are JB*-triples in a natural way ([13], [74]) and that open unit balls of JB*-triples are bounded symmetric domains [42]. We recall that a JB*-triple is a complex Banach space $J$ with a continuous triple product $\{.,.,.\} : J \times J \times J \to J$ which is linear and symmetric in the outer variables, and conjugate-linear in the middle variable, and satisfies:

1. For all $x$ in $J$, the mapping $y \to \{xxy\}$ from $J$ to $J$ is a hermitian operator on $J$ and has nonnegative spectrum.
2. The main identity

\[ \{ab\{xyz\}\} = \{\{ab\}yz\} - \{x\{bay\}z\} + \{xy\{ab\}\} \]

holds for all \(a, b, x, y, z\) in \(J\).

3. \(\|\{xxx\}\| = \|x\|^3\) for every \(x\) in \(J\).

Concerning Condition (1) above, we also recall that a bounded linear operator \(T\) on a complex Banach space \(X\) is said to be hermitian if it belongs to \(H(BL(X), I_X)\) (equivalently, if \(\|\exp(irT)\| = 1\) for every \(r\) in \(\mathbb{R}\) [10, Corollary 10.13]).

For a vector space \(E\), let \(L(E)\) denote the associative algebra of all linear mappings from \(E\) to \(E\), and for a non-commutative Jordan algebra \(A\), let \((a, b) \rightarrow U_{a,b}\) be the unique symmetric bilinear mapping from \(A \times A\) to \(L(A)\) satisfying \(U_{a,a} = U_a\) for every \(a\) in \(A\). Now we can specify the result in [13] and [74] pointed out above. Indeed, every non-commutative JB*-algebra \(A\) is a JB*-triple under the triple product \(\{\cdots\}\) defined by \(\{abc\} := U_{a,c}(b^*)\) for all \(a, b, c\) in \(A\).

In [41] we prove that the properties given by Propositions 4.1 and 4.3 characterize non-commutative JB*-algebras among complete normed complex algebras. This is emphasized in the theorem which follows.

**Theorem 4.4 ([41, Theorem 3.3])**. Let \(A\) be a complete normed complex algebra. Then \(A\) is a non-commutative JB*-algebra (for some involution \(*\)) if (and only if) \(A\) has an approximate unit bounded by one and the open unit ball of \(A\) is a bounded symmetric domain.

Many old and new auxiliary results have been needed to prove Theorem 4.4 above. Concerning new ones, we make to stand out for the moment Lemma 4.5 which follows. We begin by recalling some concepts taken from [13, p. 285]. Let \(X\) be a normed space, \(u\) an element in \(X\), and \(Q\) a subset of \(X\). We define the tangent cone to \(Q\) at \(u\), \(T_u(Q)\), as the set of all \(x\) in \(X\) such that

\[ x = \lim x_n - u \]

for some sequence \(\{x_n\}\) in \(Q\) with \(\lim x_n = u\) and some sequence \(\{t_n\}\) of positive real numbers. When \(X\) is complex, the holomorphic tangent cone to \(Q\) at \(u\), \(\hat{T}_u(Q)\), is defined as

\[ \hat{T}_u(Q) := \cap_{\lambda \in \mathbb{C}\setminus\{0\}} \lambda T_u(Q) . \]

From now on, for a normed space \(X\), \(\Delta_X\) will denote the open unit ball of \(X\).

**Lemma 4.5 ([41, Lemma 3.1])**. Let \(X\) be a complex normed space, and \(u\) an element in \(X\). Then \(u\) is a vertex of \(B_X\) if and only if \(\hat{T}_u(\Delta_X) = 0\).

Now, speaking about old results applied in the proof of Theorem 4.4, let us enumerate the following:

1. Kaup's algebraic characterization of bounded symmetric domains ([42] and [43]), namely a complex Banach space \(X\) is a JB*-triple (for some triple product) if and only if \(\Delta_X\) is a bounded symmetric domain.
2. The Chu-Iochum-Loupias result [17] that, if $X$ is a JB*-triple, and if $T : X \to X'$ is a bounded linear mapping, then $T$ is weakly compact. In fact we are applying the reformulation of this result (via [55]) that every product on a JB*-triple is Arens regular.

3. The non-associative version of the Bohnenblust-Karlin theorem (see for instance [60, Theorem 1.5]), namely, if $A$ is a norm-unital complete normed complex algebra, then the unit of $A$ is a vertex of $B_A$.

4. The celebrated Dineen’s result [20] that the bidual of every JB*-triple is a JB*-triple.

5. The Braun-Kaup-Upmeier holomorphic characterization of Banach spaces underlying unital JB*-algebras [13] (reformulated via Lemma 4.5): a complex Banach space $X$ underlies a JB*-algebra with unit $u$ if and only if $u$ is a vertex of $B_X$ and $\Delta_X$ is a bounded symmetric domain.

6. The non-associative version of Vidav-Palmer theorem (Theorem 1.3).

Turning back to new results applied in the proof of Theorem 4.4, the main one is Theorem 4.6 which follows.

**Theorem 4.6 ([41, Theorem 2.4]).** Let $A$ be a complete normed complex algebra such that $A''$, endowed with the Arens product and a suitable involution $*$, is a non-commutative JB*-algebra. Then $A$ is a $*$-invariant subset of $A''$, and hence a non-commutative JB*-algebra.

In the case that $A$ has a unit, Theorem 4.6 follows easily from a dual version of Theorem 1.3, proved in [44], asserting that a norm-unital complete normed complex algebra $A$ is a non-commutative JB*-algebra if and only if $S \cap iS = 0$, where $S$ denotes the real linear hull of $D(A, 1)$. The non unital case of Theorem 4.6 is reduced to the unital one after a lot of work (see [41, Section 2] for details).

Now, let us provide the reader with the following

**Sketch of proof of the “if” part of Theorem 4.4.-** By the second assumption and Result 1 above, there exists a JB*-triple $X$ and a surjective linear isometry $\Phi : A \to X$. By the first assumption and Result 2, $A''$ (endowed with the Arens product) has a unit $1$ with $\| 1 \| = 1$. By Result 3, $1$ is a vertex of $B_{A''}$, and hence $\Phi''(1)$ is a vertex of $B_{X''}$. By Results 4, 1, and 5, $X''$ underlies a JB*-algebra with unit $\Phi''(1)$, and therefore (by an easy observation of M. A. Youngson in [72]) we have

$$X'' = H(X'', \Phi''(1)) + iH(X'', \Phi''(1)),$$

and hence $A'' = H(A'', 1)+iH(A'', 1)$. By Result 6, $A''$ is a non-commutative JB*-algebra. Finally, by Theorem 4.6, $A$ is a non-commutative JB*-algebra. •

The following corollaries follow straightforwardly from Theorem 4.4.
Corollary 4.7 ([41, Corollary 3.4]). An associative complete normed complex algebra is a C*-algebra if and only if it has an approximate unit bounded by one and its open unit ball is a bounded symmetric domain.

Corollary 4.8. An alternative complete normed complex algebra is an alternative C*-algebra if and only if it has an approximate unit bounded by one and its open unit ball is a bounded symmetric domain.

Corollary 4.9 ([41, Corollary 3.5]). A normed complex algebra is a non-commutative JB*-algebra if and only if it is linearly isometric to a non-commutative JB*-algebra and has an approximate unit bounded by one.

Corollary 4.10. An alternative normed complex algebra is an alternative C*-algebra if and only if it is linearly isometric to a non-commutative JB*-algebra and has an approximate unit bounded by one.

Corollary 4.11. An alternative normed complex algebra is an alternative C*-algebra if and only if it is linearly isometric to an alternative C*-algebra and has an approximate unit bounded by one.

Corollary 4.12. An associative normed complex algebra is a C*-algebra if and only if it is linearly isometric to a non-commutative JB*-algebra and has an approximate unit bounded by one.

Corollary 4.13 ([62, Corollary 1.3]). An associative normed complex algebra is a C*-algebra if and only if it is linearly isometric to a C*-algebra and has an approximate unit bounded by one.

For surjective linear isometries between non-commutative JB*-algebras the reader is referred to Section 6 of the present paper.

5. Multipliers of non-commutative JB*-algebras

Every semiprime associative algebra $A$ has a natural enlargement, namely the so-called multiplier algebra $M(A)$ of $A$, which can be characterized as the largest semiprime associative algebra containing $A$ as an essential ideal. In the case that $A$ is an (associative) C*-algebra, $M(A)$ becomes naturally a C*-algebra which contains $A$ as a closed (essential) ideal. More precisely, in this case $M(A)$ can be rediscovered as the closed *-invariant subalgebra of $A^\prime$ given by \{ $x \in A^\prime$ : $xA + Ax \subseteq A$ \} (see for instance [50, Propositions 3.12.3 and 3.7.8]). Now let $A$ be a non-commutative JB*-algebra. The fact just commented suggests to define the set of multipliers, $M(A)$, of $A$ by the equality $M(A) := \{ x \in A^\prime$ : $xA + Ax \subseteq A \}$. It is clear that $M(A)$ is a closed *-invariant subspace of $A^\prime$ containing $A$ and the unit of $A^\prime$. In this way, the equality $M(A) = A$ holds if and only if $A$ has a unit. It is also clear that, if $M(A)$ were a subalgebra of $A^\prime$, then $A$ would be an ideal of $M(A)$. We are showing in the present section that $M(A)$ is in fact a subalgebra of $A^\prime$ (and hence a non-commutative JB*-algebra) which contains $A$ as an essential ideal. We also will show that, in a categorical sense, $M(A)$ is the largest non-commutative JB*-algebra containing $A$ as a closed essential ideal.

Our argument begins by invoking the next result, which is taken from C. M. Edwards’ paper [23].
Lemma 5.1. Let $B$ be a JB-algebra. Then $M(B) := \{x \in B'' : x \circ B \subseteq B\}$ is a subalgebra of $B''$.

It will be also useful the following lemma, whose verification can be made following the lines of the proof of [34, Lemma 4.2]. Let $X$ be a complex Banach space. By a conjugation on $X$ we mean an involutive conjugate-linear isometry on $X$. Conjugations $\tau$ on a complex Banach space $X$ give rise by natural transposition to conjugations $\tau'$ on $X'$. Given a conjugation $\tau$ on $X$, $X'$ will stand for the closed real subspace of $X$ given by $X' := \{x \in X : \tau(x) = x\}$.

Lemma 5.2. Let $X$ be a complex Banach space, and $\tau$ a conjugation on $X$. Then, up to a natural identification, we have $(X')'' = (X'')'$.

Taking in the above lemma $X$ equal to a non-commutative JB*-algebra $A$, and $\tau$ equal to the JB*-involution of $A$, we obtain the following corollary.

Corollary 5.3. Let $A$ be a non-commutative JB*-algebra. Then the Banach space identification $(A_{sa})'' = (A'')_{sa}$ is also a JB-algebra identification.

Proof. The Banach space identification $(A_{sa})'' = (A'')_{sa}$ is the identity on $A_{sa}$, $A_{sa}$ is $w^*$-dense in both $(A_{sa})''$ and $(A'')_{sa}$, and the products of $(A_{sa})''$ and $(A'')_{sa}$ are separately $w^*$-continuous. ■

Now, putting together Lemma 5.1 and Corollary 5.3, the next result follows.

Corollary 5.4. Let $A$ be a (commutative) JB*-algebra. Then $M(A)$ is a subalgebra of $A''$.

Now, to obtain the non-commutative generalization of the above corollary we only need a single new fact, which is proved in the next lemma. We recall that every derivation of a JB*-algebra is automatically continuous [73].

Lemma 5.5. Let $A$ be a JB*-algebra, and $D$ a derivation of $A$. Then $M(A)$ is $D''$-invariant.

Proof. Let $a, x$ be in $A$ and $M(A)$, respectively. We have
\[ D''(x) \circ a = D(x \circ a) - x \circ D(a) \in A. \]
Since $a$ is arbitrary in $A$, it follows that $D''(x)$ lies in $M(A)$. ■

Theorem 5.6. Let $A$ be a non-commutative JB*-algebra. Then $M(A)$ is a closed $\ast$-invariant subalgebra of $A''$ containing $A$ as an essential ideal. Moreover, if $B$ is another non-commutative JB*-algebra containing $A$ as a closed essential ideal, then $B$ can be seen as a closed $\ast$-subalgebra of $M(A)$ containing $A$. In addition we have $M(A) = M(A^+)$. 
Proof. Keeping in mind the equality \((A^\prime)^\prime = (A^\prime)\)\(^\prime\), the inclusion \(M(A) \subseteq M(A^\prime)\) is clear. Let \(b\) be in \(A\). Then the mapping \(D : a \rightarrow [b, a]\) from \(A\) to \(A\) is a derivation of \(A\), and we have \(D''(x) = [b, x]\) for every \(x\) in \(A^\prime\). It follows from Lemma 5.5 that \(D''(M(A^\prime)) \subseteq M(A^\prime)\), or equivalently \([b, x] \in M(A^\prime)\) for every \(x\) in \(M(A^\prime)\). Therefore, for \(x\) in \(M(A^\prime)\) we have

\[ [b, x] = 2b \circ [b, x] \in A \circ M(A^\prime) \subseteq A. \]

Since \(b\) is arbitrary in \(A\), and \(A\) is the linear hull of the set of squares of its elements, we deduce \([A, x] \subseteq A\) for every \(x\) in \(M(A^\prime)\). It follows

\[ M(A^\prime)A + AM(A^\prime) \subseteq A, \]

and hence \(M(A^\prime) \subseteq M(A)\). Then the equality \(M(A^\prime) = M(A)\) is proved.

Now, for \(x, y\) in \(M(A)\) and \(A\) in \(A\) we have

\[ [x, y] \circ a = [x, y \circ a] - [x, a] \circ y \in [M(A), A] + A \circ M(A) \subseteq A, \]

and hence \([M(A), M(A)] \subseteq M(A^\prime)\). On the other hand, Corollary 5.4 applies to \(A^\prime\) giving \(M(A) \circ M(A) \subseteq M(A^\prime) \circ M(A^\prime) \subseteq M(A^\prime)\). It follows from the first paragraph of the proof that \(M(A)\) is a subalgebra of \(A^\prime\).

Assume that \(P\) is an ideal of \(M(A)\) with \(P \cap A = 0\). Then, since \(A\) is an ideal of \(M(A)\), we actually have \(AP = 0\), so \(A^\prime P = 0\), and so \(P = 0\). Therefore \(A\) is an essential ideal of \(M(A)\).

Let \(B\) be a non-commutative JB\(^*-\)algebra, and \(\varphi : A \rightarrow B\) a one-to-one (automatically isometric) \(*\)-homomorphism such that \(\varphi(A)\) is an essential ideal of \(B\). Then \(\varphi''\) is a one-to-one \(*\)-homomorphism from \(A^\prime\) to \(B^\prime\) whose range is a \(w^*\)-closed ideal of \(B^\prime\) (apply that \(*\)-homomorphisms between non-commutative JB\(^*-\)algebras have norm-closed range [48, Corollary 1.11 and Proposition 2.1], and that \(w^*\)-continuous linear operators with norm-closed range have in fact \(w^*\)-closed range [49, Lemma 1.3]). By [48, Theorem 3.9] we have \(\varphi''(A^\prime) = B^\prime e\) for a suitable central projection \(e\) in \(B^\prime\). Now \((B^\prime(1 - e)) \cap B\) is an ideal of \(B\) whose intersection with \(\varphi(A)\) is zero, and hence \((B^\prime(1 - e)) \cap B = 0\) because \(\varphi(A)\) is an essential ideal of \(B\). Therefore the mapping \(\psi : b \rightarrow be\) from \(B\) to \(\varphi''(A^\prime)\) is a one-to-one \(*\)-homomorphism. Then \(\eta := (\varphi'')^{-1}\psi\) is a one-to-one \(*\)-homomorphism from \(B\) to \(A^\prime\) satisfying \(\eta(\varphi(a)) = a\) for every \(a\) in \(A\). In this way we can see \(B\) as a closed \(*\)-invariant subalgebra of \(A^\prime\) containing \(A\) as an ideal. In this regarding we have clearly \(B \subseteq M(A)\).

Let \(A\) be a non-commutative JB\(^*-\)algebra. The above theorem allows us to say that \(M(A)\) is the **multiplier non-commutative JB\(^*-\)algebra** of \(A\). The equality \(M(A) = M(A^\prime)\) in the theorem can be understood in the sense that, if we consider the JB-algebra \(A_{sa}\), then the multiplier JB-algebra of \(A_{sa}\) (in the sense of [23]) is nothing but the self-adjoint part of the multiplier JB\(^*-\)algebra of \(A\). It is worth mentioning that the concluding paragraph of the proof of Theorem 5.6 is quite standard (see [26, Proposition 1.3], [14, Lemma 2.3], and [18, Proposition 1.2] for forerunners).
Let $X$ be a $JB^*$-triple. We recall that the bidual $X''$ of $X$ is a $JB^*$-triple under a triple product extending that of $X$ [20], and that the set

$$
\mathcal{M}(X) := \{ x \in X'' : \{ xx \} \subseteq X \}
$$

is a $JB^*$-subtriple of $X''$ containing $X$ as a triple ideal [14]. The $JB^*$-triple $\mathcal{M}(X)$ just defined is called the **multiplier $JB^*$-triple** of $X$. Therefore, for a given non-commutative $JB^*$-algebra $A$, we can consider the multiplier non-commutative $JB^*$-algebra $M(A)$ of $A$, and the multiplier $JB^*$-triple $\mathcal{M}(A)$ of the $JB^*$-triple underlying $A$. Actually, the following result holds.

**Proposition 5.7.** Let $A$ be a non-commutative $JB^*$-algebra. Then we have $M(A) = \mathcal{M}(A)$.

**Proof.** The inclusion $M(A) \subseteq \mathcal{M}(A)$ is clear. To prove the converse inclusion, we start by noticing that, clearly, the $JB^*$-triples underlying $A$ and $A^+$ coincide, and that, by Theorem 5.6, the equality $M(A) = M(A^+)$ holds, so that we may assume that $A$ is commutative. We note also that, since the equality $\{ xyz \}^* = \{ x^* y^* z^* \}$ is true for all $x, y, z$ in $A''$, and $A$ is a $*$-invariant subset of $A''$, $\mathcal{M}(A)$ is $*$-invariant too, and therefore it is enough to show that $a \circ x$ lies in $A$ whenever $a$ and $x$ are self-adjoint elements of $A$ and $\mathcal{M}(A)$, respectively. But, for such $a$ and $x$, we can find a self-adjoint element $b$ in $A$ satisfying $b^3 = a$ (see for instance [45, Proposition 1.2]), and apply Shirshov’s theorem [76, p.71] to obtain that

$$
x \circ a = x \circ b^3 = x \circ (2U_{x,b}(b) - U_{b,b}(x)) = b \circ (2\{ xbb \} - \{ bxb \})
$$

belongs to $A$. $
$

**6. Isometries of non-commutative $JB^*$-algebras**

This section is devoted to the non-associative discussion of the following Paterson-Sinclair refinement of Kadison’s classical theorem [37] on isometries of $C^*$-algebras.

**Theorem 6.1 ([47, Theorem 1]).** Let $A$ and $B$ be $C^*$-algebras, and $F$ a mapping from $B$ to $A$. Then $F$ is a surjective linear isometry (if and) only if there exists a Jordan-$*$-isomorphism $G : B \to A$, and a unitary element $u$ in the multiplier $C^*$-algebra of $A$ satisfying $F(b) = uG(b)$ for every $b$ in $B$.

We recall that, given algebras $A$ and $B$, Jordan homomorphisms from $B$ to $A$ are defined as homomorphisms from $B^+$ to $A^+$. By an isomorphism between algebras we mean a one-to-one surjective homomorphism. If follows from Theorem 6.1 that unit-preserving surjective linear isometries between unital $C^*$-algebras are in fact Jordan-$*$-isomorphisms. This particular case of Theorem 6.1 remains true in the setting of non-commutative $JB^*$-algebras thanks to the following Wright-Youngson theorem.

**Theorem 6.2 ([71, Theorem 6]).** Let $A$ and $B$ be unital non-commutative $JB^*$-algebras, and $F : B \to A$ a unit-preserving surjective linear isometry. Then $F$ is a Jordan-$*$-isomorphism.
The above theorem can be also derived from the fact that non-commutative JB*-algebras are JB*-triples in a natural way, and Kaup’s theorem [42] that surjective linear isometries between JB*-triples preserve triple products. In any case, the easiest known proof of Theorem 6.2 seems to be the one provided by the implication \((i) \Rightarrow (ii)\) in [38, Lemma 6].

Concerning concepts involved in the statement, the general formulation of Theorem 6.1 could have a sense in the more general setting of non-commutative JB*-algebras. Indeed, in the previous section we introduced (automatically unital) multiplier non-commutative JB*-algebras of arbitrary non-commutative JB*-algebras. On the other hand, a reasonable notion of unitary element in a unital non-commutative JB*-algebra \(A\) can be given, by invoking McCrimmon’s definition of invertible elements in unital non-commutative Jordan algebras [46], and saying that an element \(a\) in \(A\) is \textit{unitary} whenever it is invertible and satisfies \(a^* = a^{-1}\). Let \(A\) be a unital non-commutative Jordan algebra, and \(a\) an element of \(A\). We recall that \(a\) is said to be \textit{invertible} in \(A\) if there exists \(b\) in \(A\) such that the equalities \(ab = ba = 1\) and \(a^2b = ba^2 = a\) hold. If \(a\) is invertible in \(A\), then the element \(b\) above is unique, is called the inverse of \(a\), and is denoted by \(a^{-1}\). Moreover \(a\) is invertible in \(A\) if and only if it is invertible in the Jordan algebra \(A^+\). This reduces most questions and results on inverses in non-commutative Jordan algebras to the commutative case. For this particular case, the reader is referred to [36, Section I.11].

Despite the above comments, even the “if” part of Theorem 6.1 does not remain true in the setting of non-commutative JB*-algebras. Indeed, Jordan-*-isomorphisms between non-commutative JB*-algebras are isometries [69] but, unfortunately, left multiplications by unitary elements of a unital non-commutative JB*-algebra need not be isometries. This handicap becomes more than an anecdote in view of the following result. Given an element \(x\) in the multiplier non-commutative JB*-algebra of a non-commutative JB*-algebra \(A\), we denote by \(T_x\) the operator on \(A\) defined by \(T_x(a) := xa\) for every \(a\) in \(A\). By a \textit{Jordan-derivation} of an algebra \(A\) we mean a derivation of \(A^+\).

**Proposition 6.3.** Let \(A\) be a non-commutative JB*-algebra. Then \(A\) is an alternative C*-algebra if and only if, for every unitary element \(u\) of \(M(A)\), \(T_u\) is an isometry.

**Proof.** The “only if” part is very easy. Assume that \(A\) is an alternative C*-algebra. Then it follows from Theorem 5.6 and Corollary 2.3 that \(M(A)\) is a unital alternative C*-algebra. Therefore, as we have seen in Section 2, left multiplications on \(M(A)\) by unitary elements of \(M(A)\) are surjective linear isometries. Since \(A\) is invariant under such isometries, it follows that \(T_u : A \to A\) is an isometry whenever \(u\) is a unitary element in \(M(A)\).

Now assume that \(A\) is a non-commutative JB*-algebra such that \(T_u\) is an isometry whenever \(u\) is a unitary element in \(M(A)\). For \(x\) in \(A\), denote by \(L^x\) the operator of left multiplication by \(x\) on \(A\). We remark that \(L^x = (T_x)^\prime\) whenever \(x\) belongs to \(M(A)\) (indeed, both sides of the equality are \(w^*\)-continuous operators on \(A^\prime\) coinciding on \(A\)). Let \(h\) be in \((M(A))_{sa}\) and \(r\) be a real number. Then \(\exp(irh)\) is a unitary element of \(M(A)\), and therefore, by the assumption on \(A\) and the equality \(L^x = (T_x)^\prime\) just established, \(L^x = (T_{\exp(irh)})^\prime\) is an isometry on \(A\). Now put \(G_r := L^x_{\exp(-irh)} = L^x_{\exp(-irh)}\). Then \(G_r\) is an isometry on \(A\) preserving the unit of \(A\). Since \(G_0 = I_{A^\prime}\) and the mapping \(r \to G_r\) is continuous, there exists a positive number \(k\) such that \(G_r\) is surjective whenever \(|r| < k\).
It follows from Theorem 6.2 that, for \(|r| < k\), \(G_r\) is a Jordan-\(*\)-automorphism of \(A''\). If \(\sum (1/n! r^n F_n\) is the power series development of \(G_r\), then we easily obtain \(F_0 = I_{r''}\), \(F_1 = 0\), and \(F_2 = 2((L''_{r''})^2 - L''_{r''})\). By [53, Lemma 13], \((L''_{r''})^2 - L''_{r''}\) is a Jordan-derivation of \(A''\) commuting with the \(JB^*\)-involution of \(A''\). Now, arguing as in the conclusion of the proof of the proof of [53, Theorem 14], we realize that actually the equality \((L''_{r''})^2 - L''_{r''}\) holds. In particular, for \(x \in M(A)\) we have \(h(hx) = h^2 x\). Since \(h\) is an arbitrary element of \((M(A))_{sa}\), an easy linearization argument gives \(y(yx) = y^2 x\) for all \(x, y\) in \(M(A)\). By applying the \(JB^*\)-involution of \(M(A)\) to both sides of the above equality, it follows that \(M(A)\) (and hence \(A\)) is alternative.

In relation to the above proposition, we note that, if \(A\) is an alternative \(C^*\)-algebra, then, for every unitary element \(u\) of \(M(A)\), \(T_u\) is in fact a SURJECTIVE linear isometry on \(A\) (with inverse mapping equal to \(T_{u^*}\)). Now that we know that alternative \(C^*\)-algebras are the unique non-commutative \(JB^*\)-algebras which can play the role of \(A\) in a reasonable non-associative generalization of the “if” part of Theorem 6.1, we proceed to prove that they are also “good” for the non-associative generalization of the “only if” part of that theorem.

**Lemma 6.4.** Let \(A\) be a unital alternative \(C^*\)-algebra. Then vertices of \(B_A\) and unitary elements of \(A\) coincide.

**Proof.** Let \(u\) be a unitary element of \(A\). Then \(u\) is a vertex of \(B_A\) because \(1\) is a vertex of \(B_A\) [60, Theorem 1.5] and the mapping \(a \mapsto ua\) from \(A\) to \(A\) is a surjective linear isometry sending \(1\) into \(u\).

Now, let \(u\) be a vertex of \(B_A\). Then the closed subalgebra \(B_u\) of \(A\) generated by \(\{1, u, u^*\}\) is a unital (associative) \(C^*\)-algebra. Since the vertex property is hereditary, it follows from [7, Example 4.1] that \(u\) is a unitary element of \(B_u\), and hence also of \(A\).

**Remark 6.5.** Actually the assertion in the above lemma remains true if \(A\) is only assumed to be a unital non-commutative \(JB^*\)-algebra. This follows straightforwardly from Lemma 4.5 and the equivalence (i) \(\iff\) (iii) in [13, Proposition 4.3]. The proof we have given of this fact in the particular case of alternative \(C^*\)-algebras has however its methodological own interest.

Let \(X\) and \(Y\) be \(JB^*\)-triples, and \(F : X \to Y\) a surjective linear isometry. It follows easily from the already quoted Kaup’s Kadison type theorem that \(F''(M(X)) = M(Y)\). In the particular case of non-commutative \(JB^*\)-algebras, we can apply Proposition 5.7 to arrive in the following non-associative generalization of [47, Theorem 2].

**Lemma 6.6.** Let \(A\) and \(B\) be non-commutative \(JB^*\)-algebras, and \(F : B \to A\) a surjective linear isometry. Then we have \(F''(M(B)) = M(A)\). In particular, Jordan-\(*\)-isomorphisms from \(B\) to \(A\) extend uniquely to Jordan-\(*\)-isomorphisms from \(M(B)\) to \(M(A)\).

**Proof.** In view of the previous comments, we only must prove the uniqueness of Jordan-\(*\)-isomorphisms from \(M(B)\) to \(M(A)\) extending a given Jordan-\(*\)-isomorphism (say \(G\))
from $B$ to $A$. But, if $R$ and $S$ are Jordan-$\ast$-isomorphisms from $M(B)$ to $M(A)$ extending $G$, then for $b$ in $B$ and $x$ in $M(B)$ we have

$$(R(x) - S(x)) \circ G(b) = R(x) \circ R(b) - S(x) \circ S(b) = R(x \circ b) - S(x \circ b) = G(x \circ b) - G(x \circ b) = 0.$$  

\[\]

**Theorem 6.7.** Let $A$ be an alternative $C^\ast$-algebra, $B$ a non-commutative $JB^\ast$-algebra, and $F$ a mapping from $B$ to $A$. Then $F$ is a surjective linear isometry (if and only if there exists a Jordan-$\ast$-isomorphism $G : B \to A$, and a unitary element $u$ in $M(A)$ satisfying $F = T_u G$.

**Proof.** Assume that $F$ is a surjective linear isometry. Put $u := F''(1)$. By Lemma 6.4, $u$ is a unitary element of $A''$, and, by Lemma 6.6, $u$ lies in $M(A)$. Write $G := T_u T$. Then $G$ is a Jordan-$\ast$-isomorphism from $B$ to $A$ because it is a surjective linear isometry satisfying $G''(1) = 1$, and therefore Theorem 6.2 successfully applies. Finally, the equality $F = T_u G$ is clear. \[\]

To conclude the discussion about verbatim non-associative versions of Theorem 6.1, we show that alternative $C^\ast$-algebras are also the unique non-commutative $JB^\ast$-algebras which can play the role of $A$ in the “only if” part of such versions. Let $A$ be a non-commutative $JB^\ast$-algebra, and $u$ a unitary element of $M(A)$. It is easily deducible from [36, Section I.12] and [70, Corollary 2.5] that the Banach space of $A$ with product $\circ_u$ and involution $\ast_u$ defined by $a \circ_u b := U_{a \circ u}(u^\ast)$ and $a^\ast_u := U_{u}(a^\ast)$, respectively, becomes a (commutative) $JB^\ast$-algebra. Such a $JB^\ast$-algebra will be denoted by $A_u$.

**Proposition 6.8.** Let $A$ be a non-commutative $JB^\ast$-algebra which is not an alternative $C^\ast$-algebra. Then there exists a non-commutative $JB^\ast$-algebra $B$, and a surjective linear isometry $F : B \to A$ which cannot be written in the form $T_u G$ with $u$ a unitary element in $M(A)$ and $G$ a Jordan-$\ast$-isomorphism from $B$ to $A$.

**Proof.** By Proposition 6.3, there is a unitary element $v$ in $M(A)$ such that $T_v$ is not an isometry on $A$. Take $B$ equal to $A(v)$, and $F : B \to A$ equal to the identity mapping. Assume that $F = T_v G$ for some unitary $u$ in $M(A)$ and some Jordan-$\ast$-isomorphism $G$ from $B$ to $A$. Noticing that the $JB^\ast$-algebra $B''$ is nothing but $A''(v)$ (by the $w^\ast$-continuity of the $JB^\ast$-involutions and the separate $w^\ast$-continuity of the products on $JBW^\ast$-algebras), we have $G''(v) = 1$ (because $v$ is the unit of $A''(v)$ and $G''$ is a Jordan-$\ast$-isomorphism), and hence $F''(v) = u$. Therefore $v = u$ (because $F$ is the identity mapping). Finally, the equality $F = T_u G$ implies that $T_v$ is an isometry, contrarily to the choice of $v$. \[\]

Now that the verbatim non-associative variant of Theorem 6.1 has been altogether discussed, we pass to consider the consequence of that theorem that linearly isometric $C^\ast$-algebras are Jordan-$\ast$-isomorphic. In the unital case, the non-associative variant of such an assertion has been fully discussed in [13, Section 5]. In fact, as the next example shows, linearly isometric non-commutative $JB^\ast$-algebras need not be Jordan-$\ast$-isomorphic.
Example 6.9 ([13, Example 5.7]). *JC*-algebras are defined as those *JB*-algebras which can be seen as closed *-invariant subalgebras of $A^+$ for some *C*-algebra $A$. Let $C$ be the unital simple *JC*-algebra of all symmetric $2 \times 2$-matrices over $\mathbb{C}$, put $S := \{ z \in \mathbb{C} : |z| = 1 \}$, let $A$ stand for the unital *JC*-algebra of all continuous complex-valued functions from $S$ to $C$, consider the unitary element $u$ of $A$ defined by $u(s) := \text{diag}\{ s, 1 \}$ for every $s$ in $S$, and put $B := A(u)$. Then $A$ and $B$ are linearly isometric *JB*-algebras, but they are not Jordan-$$\ast$$-isomorphic.

For a non-commutative *JB*-algebra $A$, consider the property ($P$) which follows.

(P) Non-commutative *JB*-algebras which are linearly isometric to $A$ are in fact Jordan-$$\ast$$-isomorphic to $A$.

Despite the above example, the class of those non-commutative *JB*-algebras $A$ satisfying Property ($P$) is reasonably wide, and in fact much larger than that of alternative *C*-algebras. The verification of this fact relies on the next theorem. We remark that, if $u$ is a unitary element in the multiplier non-commutative *JB*-algebra of a non-commutative *JB*-algebra $A$, then the operator $U_u$ (acting on $A$) is a surjective linear isometry on $A$.

Theorem 6.10. Let $A$ be a non-commutative *JB*-algebra. The following assertions are equivalent:

1. For every non-commutative *JB*-algebra $B$, and every surjective linear isometry $F : B \rightarrow A$, there exists a Jordan-$$\ast$$-isomorphism $G : B \rightarrow A$, and a unitary element $u$ in $M(A)$ satisfying $F = U_uG$.

2. For each unitary element $v$ of $M(A)$ there is a unitary element $u$ in $M(A)$ such that $u^2 = v$.

Proof. 1 $\Rightarrow$ 2. Let $v$ be a unitary element of $M(A)$. Take $B$ equal to $A(v)$, and $F : B \rightarrow A$ equal to the identity mapping. By the assumption 1, we have $F = U_uG$ for some unitary $u$ in $M(A)$ and some Jordan-$$\ast$$-isomorphism $G$ from $B$ to $A$. Arguing as in the proof of Proposition 6.8, we find $G''(v) = 1$, and hence $F''(v) = u^2$. Therefore $v = u^2$ (because $F$ is the identity mapping).

2 $\Rightarrow$ 1. Let $B$ be a non-commutative *JB*-algebra, and $F : B \rightarrow A$ a surjective linear isometry. Put $v := F''(1)$. By Remark 6.5, $v$ is a unitary element of $A''$, and, by Lemma 6.6, $v$ belongs to $M(A)$. By the assumption 2, there is a unitary element $u$ in $M(A)$ with $u^2 = v$. Write $G := U_uF$. Then $G$ is a Jordan-$$\ast$$-isomorphism from $B$ to $A$ because it is a surjective linear isometry satisfying $G''(1) = 1$, and Theorem 6.2 applies. On the other hand, the equality $F = U_uG$ is clear. 

Remark 6.11. An argument similar to the one in the above proof allows us to obtain the following variant of Theorem 6.10. Indeed, given a non-commutative *JB*-algebra $A$, the following assertions on $A$ are equivalent:

1. For every non-commutative *JB*-algebra $B$, and every surjective linear isometry $F : B \rightarrow A$, there exists a Jordan-$$\ast$$-isomorphism $G : B \rightarrow A$, together with unitary elements $u_1, \ldots, u_n$ in $M(A)$, satisfying $F = U_{u_1}U_{u_2}\ldots U_{u_n}G$. 
2. For each unitary element \( v \) of \( M(A) \) there are unitary elements \( u_1, \ldots, u_n \) in \( M(A) \) such that \( U_{u_1}U_{u_2}\ldots U_{u_n}(1) = v \).

The next corollary extends [13, Lemma 5.2] in several directions.

**Corollary 6.12.** A non-commutative JB*-algebra \( A \) satisfies Property (P) whenever one of the following conditions is fulfilled:

1. \( A \) is of the form \( B^{(\lambda)} \) for some alternative \( C^* \)-algebra \( B \) and some \( 0 \leq \lambda \leq 1 \).

2. For each unitary element \( v \) of \( M(A) \) there is a unitary element \( u \) in \( M(A) \) such that \( u^2 = v \).

3. \( A \) is a non-commutative JBW*-algebra.

**Proof.** Both Conditions 1 and 2 are sufficient for Property (P) in view of Theorems 6.7 and 6.10, respectively. To conclude the proof, we realize that Condition 3 implies Condition 2. Indeed, if \( A \) is a non-commutative JBW*-algebra, and if \( v \) is a unitary element in \( A \), then the \( W^* \)-closure of the subalgebra of \( A \) generated by \( \{v, v^*\} \) is an (associative) \( W^* \)-algebra, and it is well-known that \( W^* \)-algebras fulfill Condition ii). \( \blacksquare \)

We conclude this section by determining the hermitian operators on a non-commutative JB*-algebra. Our determination generalizes and unifies both that of Paterson-Sinclair [47] for the associative case and that of M. A. Youngson [73] for the unital non-associative case.

**Theorem 6.13.** Let \( A \) be a non-commutative JB*-algebra, and \( R \) a bounded linear operator on \( A \). Then \( R \) is hermitian if and only if it can be expressed in the form \( T_x + D \) for some self-adjoint element \( x \) of \( M(A) \) and some Jordan-derivation \( D \) of \( A \) anticommuting with the JB*-involution of \( A \).

**Proof.** Let \( x \) be in \( (M(A))_{sa} \). Since the mapping \( y \to T_y \) from \( M(A) \) to \( BL(A) \) is a linear isometry sending \( 1 \) to \( I_A \), and the equality \( (M(A))_{sa} = H(M(A), 1) \) holds, we obtain that \( T_x \) belongs to \( H(BL(A), I_A) \), i.e., \( T_x \) is an hermitian operator on \( A \). Now let \( D \) be a Jordan-derivation of \( A \) anticommuting with the JB*-involution of \( A \). Then, for every \( \lambda \) in \( \mathbb{R} \), \( \exp(i\lambda D) \) is a Jordan-\( * \)-automorphism of \( A \), and hence we have \( \| \exp(i\lambda D) \| = 1 \), i.e., \( D \) is a hermitian operator on \( A \).

Conversely, let \( R \) be an hermitian operator on \( A \). Then, for \( \lambda \) in \( \mathbb{R} \), \( \exp(i\lambda R) \) is a surjective linear isometry on \( A \), so, by Lemma 6.6, we have

\[
\exp(i\lambda R'')(M(A)) = (\exp(i\lambda R))''(M(A)) = M(A),
\]

and so

\[
x := R''(1) = \lim_{\lambda \to 0} \frac{\exp(i\lambda R'')(1) - 1}{i\lambda}
\]

lies in \( M(A) \). On the other hand, since \( R'' \) is a hermitian operator on \( A'' \), and the mapping \( S \to S(1) \) from \( BL(A'') \) to \( A'' \) is a linear contraction sending \( I_{A''} \) to \( 1 \), we deduce that \( x \) belongs to \( H(A'', 1) \). It follows that \( x \) lies in \( (M(A))_{sa} \). Put \( D := R - T_x \). By the first
paragraph of the proof, $D$ is a hermitian operator on $A$. Now $D''$ is a hermitian operator on $A''$ with $D''(1) = 0$, so that, by [73, Theorem 11], $D''$ is a Jordan-derivation of $A''$ anticommuting with the $JB^*$-involution of $A''$. Therefore $D$ is a Jordan-derivation of $A$ anticommuting with the $JB^*$-involution of $A$. Since the equality $R = T_x + D$ is obvious, the proof is concluded. •

7. Notes and remarks

7.1.- The following refinement of Theorem 1.4 is proved in [16]. If $A$ is a unital complete normed complex algebra, and if there exists a conjugate-linear vector space involution $\Box$ on $A$ satisfying $1\Box = 1$ and

$$\| a\Box a \| = \| a\Box \| a \|$$

for every $a$ in $A$, then $A$ is an alternative $C^*$-algebra for some $C^*$-involution $\ast$. If in addition the dimension of $A$ is different from 2, then we have $\Box = \ast$.

7.2.- As noticed in [58, Corollary 1.2], the proof of Theorem 2.2 given in [48] allows us to realize that, if a normed complex algebra $B$ is isometrically Jordan-isomorphic to a non-commutative $JB^*$-algebra, then $B$ is a non-commutative $JB^*$-algebra. On the other hand, it is known that the norm of every non-commutative $JB^*$-algebra $A$ is minimal, i.e., if $\| \|$ is an algebra-norm on $A$ satisfying $\| a \| \leq \| a \|$, then we have in fact $\| a \| = \| a \|$. [51, Proposition 11]. Now, keeping in mind the above results, we can show that, if a normed complex algebra $B$ is the range of a contractive Jordan-homomorphism from a non-commutative $JB^*$-algebra, then $B$ is a non-commutative $JB^*$-algebra. The proof goes as follows. Let $A$ be a non-commutative $JB^*$-algebra and $\varphi$ a contractive Jordan-homomorphism from $A$ onto the normed complex algebra $B$. Since closed ideals of $A^+$ are ideals of $A$ (a consequence of [48, Theorem 4.3]), and quotients of non-commutative $JB^*$-algebras by closed ideals are non-commutative $JB^*$-algebras [48, Corollary 1.11], we may assume that $\varphi$ is injective. Then we can define an algebra norm $\| a \|$ on $A^+$ by $\| a \| := \| \varphi(a) \|$. Since $\varphi$ is contractive, and the norm of $A^+$ is minimal we obtain that $\| a \| = \| a \|$ on $A$. Now $B$ is isometrically Jordan-isomorphic to $A$, and hence $B$ is a non-commutative $JB^*$-algebra.

The result just proved implies that, if a normed complex alternative algebra $B$ is the range of a contractive Jordan-homomorphism from a non-commutative $JB^*$-algebra, then $B$ is a an alternative $C^*$-algebra (compare [51, Corollary 12]).

7.3.- Every non-commutative $JB^*$-algebra $A$ has minimum norm topology, i.e., the topology of an arbitrary algebra norm on $A$ is always stronger than that of the natural norm (see [5], [51], and [24]). As pointed out in [51, Remark 14], this fact can be applied, together with [49, Theorem 3.5], to derive the theorem, originally due to J. E. Galé [28], asserting that, if a normed complex algebra $B$ is the range of a weakly compact homomorphism from a non-commutative $JB^*$-algebra, then $B$ is bicontinuously isomorphic to a finite direct sum of simple non-commutative $JB^*$-algebras which are either quadratic or finite-dimensional.

Now, let $B$ be a normed complex alternative algebra, and assume that $B$ is the range of a weakly compact Jordan-homomorphism from a non-commutative $JB^*$-algebra. By
the above, \( B^+ \) is a finite direct sum of simple ideals which are either quadratic or finite-dimensional. Moreover, such ideals of \( B^+ \) are in fact ideals of \( B \) (use that, for \( b \) in \( B \), the mapping \( x \rightarrow [b, x] \) is a derivation of \( B^+ \), and the folklore fact that direct summands of semiprime algebras are invariant under derivations [58, Lemma 7.5]). Therefore those simple direct summands of \( B^+ \) which are quadratic actually are simple quadratic alternative algebras, and hence finite-dimensional [76, Theorems 2.3.4 and 2.2.1]. Then \( B \) is finite-dimensional.

We note also that the range of any weakly compact Jordan-homomorphism from an alternative \( C^* \)-algebra into a complex normed algebra is finite-dimensional (compare [51, Corollary 13]). The proof of this assertion involves no new idea, and hence is left to the reader.

7.4.- Most criteria of associativity and commutativity for non-commutative \( JB^* \)-algebras reviewed in Section 2 rely in the fact that a non-commutative \( JB^* \)-algebra is associative and commutative if (and only if) it has no non-zero nilpotent element [33]. A recent related result is the one in [6] that a non-commutative \( JB^* \)-algebra \( A \) is commutative if (and only if) there exits a positive constant \( k \) satisfying \( \| ab \| \leq k \| ba \| \) for all \( a, b \) in \( A \).

7.5.- The structure theorem for prime non-commutative \( JB^* \)-algebras (Theorem 3.2) becomes a natural analytical variant of the classification theorem for prime nondegenerate non-commutative Jordan algebras, proved by W. G. Skosyrskii [66]. We recall that a non-commutative Jordan algebra \( A \) is said to be nondegenerate if the conditions \( a \in A \) and \( U_a = 0 \) imply \( a = 0 \). As it always happens whenever people work with quite general assumptions, the conclusion in Skosyrskii’s theorem becomes lightly rough, and involves some complicated notions, like that of a “central order in an algebra”, or that of a “quasi-associative algebra over its extended centroid”. However, in a “tour de force”, Theorem 3.2 actually can be derived from Skosyrskii’s classification and some early known results on non-commutative \( JB^* \)-algebras. This is explained in what follows.

We begin by establishing a purely algebraic corollary to Skosyrskii’s theorem, whose formulation avoids the “complications” quoted above. According to [25] (see also [15]) a prime algebra \( A \) over a field \( \mathbb{F} \) is called centrally closed over \( \mathbb{F} \) if, for every non zero ideal \( M \) of \( A \) and for every linear mapping \( f : M \rightarrow A \) satisfying \( f(ax) = af(x) \) and \( f(xa) = f(x)a \) for all \( x \) in \( M \) and \( a \) in \( A \), there exists \( \lambda \) in \( \mathbb{F} \) such that \( f(x) = \lambda x \) for every \( x \) in \( M \). Now it follows from the main result in [66] that, if \( A \) is a centrally closed prime nondegenerate non-commutative Jordan algebra over an algebraically closed field \( \mathbb{F} \), then at least one of the following assertions hold:

1. \( A \) is commutative.
2. \( A \) is quadratic (over \( \mathbb{F} \)).
3. \( A^+ \) is associative.
4. \( A \) is split quasi-associative over \( \mathbb{F} \), i.e., there exists an associative algebra \( B \) over \( \mathbb{F} \), and some \( \lambda \) in \( \mathbb{F} \setminus \{1/2\} \) such that \( A \) and \( B \) coincide as vector spaces, but the product \( ab \) of \( A \) is related to the one \( a \vartriangle b \) of \( B \) by means of the equality \( ab = \lambda a \vartriangle b + (1 - \lambda) b \vartriangle a \).
We do not know whether the result just formulated is or not explicitly stated in Skosyrskii's paper (since it is written in Russian, and we only know about its main result thanks to the appropriate note in Mathematical Reviews). In any case, the steps to derive the corollary above from the main result of [66] are not difficult, and therefore are left to the reader.

Now let \( A \) be a prime non-commutative \( JB^* \)-algebra which is neither commutative nor quadratic. Since, clearly, non-commutative \( JB^* \)-algebras are nondegenerate, and prime non-commutative \( JB^* \)-algebras are centrally closed [63], the above paragraph applies, so that either \( A^+ \) is associative or \( A \) is split quasi-associative over \( C \). In the last case, it follows easily from [57, Theorem 2] and [56, Lemma] that \( A \) is of the form \( C(\lambda) \) for some prime \( C^* \)-algebra \( C \) and some \( \frac{1}{2} < \lambda \leq 1 \). Assume that \( A^+ \) is associative. Then, since \( A^+ \) is a \( JB^* \)-algebra, \( A^+ \) actually is a commutative \( C^* \)-algebra. Since commutative \( C^* \)-algebras have no non zero derivations [64, Lemma 4.1.2], and for \( a \) in \( A \) the mapping \( b \to ab - ba \) from \( A \) to \( A \) is a derivation of \( A^+ \) [65, p. 146], we have \( A = A^+ \), and therefore \( A \) is commutative. Now Theorem 3.2 has been re-proved.

7.6.- Prime non-commutative \( JB^* \)-algebras with non zero socle were precisely classified in [52, Theorem 1.4]. As a consequence of such a classification, prime non-commutative \( JB^* \)-algebras with non zero socle are either commutative, quadratic, or of the form \( C(\lambda) \) for some prime \( C^* \)-algebra \( C \) with non zero socle, and some \( \frac{1}{2} < \lambda \leq 1 \). We note that all quadratic non-commutative \( JB^* \)-algebras have non zero socle.

7.7.- It is shown in [62, Theorem A] that, given a \( C^* \)-algebra \( A \), a (possibly non-associative) normed complex algebra \( B \) having an approximate unit bounded by one, and a surjective linear isometry \( F : B \to A \), there exists an isometric Jordan-isomorphism \( G : B \to A \), and a unitary element \( u \) in \( M(A) \) satisfying \( F = TuG \). It is worth mentioning that the above result follows straightforwardly from Corollary 4.9 and Theorem 6.7. Even Corollary 4.9 and Theorem 6.7 give rise to the result in [62] just quoted with “alternative \( C^* \)-algebra” instead of “\( C^* \)-algebra”. This “alternative” generalization of [62, Theorem A] motivated most results collected in Sections 4, 5, and 6 of the present paper. In a first attempt we tried to obtain such a generalization by replacing associativity with alternativity in the original arguments of [62]. All things worked without relevant problems until the application made in [62] of a result of C. A. Akemann and G. K. Pedersen [1] asserting that, if \( A \) is a \( C^* \)-algebra, and if \( u \) is a unitary element in \( A'' \) such that \( au^*a \) lies in \( A \) for every \( a \) in \( A \), then \( u \) belongs to \( M(A) \). In that time we were unable to avoid associativity in the proof of the result of [1] just mentioned, and were obliged to get round the handicap and design a new strategy, which apparently avoided the “alternative” version of the result of [1], and whose main ingredient was Theorem 4.6. Now we claim that Theorem 4.6 germinally contains the “alternative” generalization of the Akemann-Pedersen result, and even its general non-associative extension. The proof of the claim goes as follows.

Let \( A \) be a non-commutative \( JB^* \)-algebra, and \( u \) a unitary element in \( A'' \) such that \( U_a(u^*) \) lies in \( A \) for every \( a \) in \( A \). Regarding \( A \) (and hence \( A'' \)) as a \( JB^* \)-triple in its canonical way, we have that \( \{aub\} = U_{ab}(u^*) \) belongs to \( A \) whenever \( a \) and \( b \) are in \( A \). Therefore we can consider the complete normed complex algebra \( B \) consisting of the Banach space of \( A \) and the product \( a \circ b := \{aub\} \) (apply either [70, Corollary 2.5] or [27, Corollary 3] for the submultiplicativity of the norm). Let us also consider the \( JB^* \)-algebra \( A''(u) \) in the meaning explained immediately before Proposition 6.8. Then the product
of $A''(u)$ is a product on the Banach space of $B''$, which extends the product of $B$ and is $w^*$-continuous in its first variable. Therefore $B''$ (with the Arens product relative to that of $B$) coincides with $A''(u)$, and hence is a JB*-algebra. Now Theorem 4.6 applies, so that $B$ is invariant under the JB*-involution of $B'' = A''(u)$. Therefore $\{uau\} = U_u(a^*)$ lies in $A$ whenever $a$ is in $A$. By the main identity of JB*-triples, for $a, b$ in $A$ we have

$$\{uab\} = 2\{uab\} - \{u(uba)u\} = 2\{ua(bu)u\} - \{u(uba)u\} = \{bu(uau)\},$$

and hence $\{uab\}$ lies in $A$. This proves that $u$ lies in $\mathcal{M}(A)$. Then, by Proposition 5.7, $u$ belongs to $M(A)$. As a consequence of the fact just proved, if $A$ is an alternative $C^*$-algebra, and if $u$ is a unitary element in $A''$ such that $au^*a$ lies in $A$ for every $a$ in $A$, then $u$ belongs to $M(A)$.

7.8.- In the proof of Theorem 4.4 we applied a characterization of Banach spaces underlying unital JB*-algebras proved in [13]. An independent characterization of such Banach spaces is the one given in [61] that a non zero complex Banach space $X$ underlies a JB*-algebra with unit $u$ if and only if $\|u\| = 1$, $X = H(X,u) + iH(X,u^*)$, and

$$\inf\{\|f\| : f \in \Pi(X) \text{ and } f(x,u) = f(u,x) = x \forall x \in X\} = 1.$$

Here, as in the case that $X$ is a norm-unital complete normed complex algebra and $u$ is the unit of $X$, $H(X,u)$ stands for the set of those elements $h$ in $X$ such that $V(X,u,h) \subset \mathbb{R}$. A refinement of the result of [61] just quoted can be found in [60, Theorem 4.4].

7.9.- If $A$ and $B$ are non-commutative JB*-algebras, and if $F : A \to B$ is an isomorphism, then there exists a $*$-isomorphism $G : A \to B$, and a derivation $D$ of $A$ anticommuting with the JB*-involution of $A$, such that $F = G \exp(D)$ [48, Theorem 2.9]. It follows from this result and Example 6.9 that linearly isometric non-commutative JB*-algebras need not be Jordan-isomorphic. A similar pathology does not occur for JB-algebras [35].

Acknowledgments.- Part of this work was done while the third author was visiting the University of Almeria. He is grateful to the Department of Algebra and Mathematical Analysis of that university for its hospitality and support.
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Abstract

We review the main results obtained in 2 other papers concerning Grothendieck’s inequalities for real and complex JB*-triples. We improve the constants involved in this inequalities. We show that for every complex (respectively, real) JB*-triples $E$, $F$, $M = 3 + 2\sqrt{3}$ (respectively, $M = 2(3 + 2\sqrt{3})$), and every bounded bilinear form $U$ on $E \times F$, there exist states $\phi \in D(BL(E), I_E)$ and $\psi \in D(BL(F), I_F)$ such that

$$|U(x, y)| \leq M \|U\| \|x\| \phi \|y\| \psi$$

for all $(x, y) \in E \times F$, where $D(BL(E), I_E)$ is the set of states of $BL(E)$ relative to the identity map on $E$ and $\|x\|_E := \Phi(L(x, x))$.

MCS 2000 17C65, 46K70, 46L05, 46L10, and 46L70

Introduction

A celebrated result of A. Grothendieck [11] asserts that there is a universal constant $K$ such that, if $\Omega$ is a compact Hausdorff space and $T$ is a bounded linear operator from $C(\Omega)$ to a complex Hilbert space $H$, then there exists a probability measure $\mu$ on $\Omega$ such that

$$\|T(f)\|^2 \leq K^2 \|T\|^2 \left( \int_\Omega |f|^2 d\mu \right)$$

for all $f \in C(\Omega)$. This result is called “Commutative Little Grothendieck’s inequality”. Actually the result just quoted is a consequence of the so called “Commutative Big Grothendieck’s Inequality” assuring the existence of a universal constant $M > 0$ such that for every pair of compact Hausdorff spaces $(\Omega_1, \Omega_2)$ and every bounded bilinear form $U$...
on $C(\Omega_1) \times C(\Omega_2)$ there are probability measures $\mu_1$ and $\mu_2$ on $\Omega_1$ and $\Omega_2$, respectively, satisfying

$$|U(f, g)|^2 \leq M^2 \|U\|^2 \left( \int_{\Omega_1} |f|^2 d\mu_1 \right) \left( \int_{\Omega_2} |g|^2 d\mu_2 \right)$$

for all $(f, g) \in C(\Omega_1) \times C(\Omega_2)$.

Reasonable non-commutative generalizations of the original little and big Grothendieck’s inequalities have been obtained by G. Pisier ([23], [24]) and U. Haagerup ([12],[13]). In these generalizations non-commutative $C^*$-algebras replace $C(\Omega)$-spaces, norm-one positive linear functionals replace probability measures, and the module $|a|$ of an element $a$ in a $C^*$-algebra is defined as $(a^* a + a^* a)^{1/2}$.

At the end of 80’s, the important works of T. Barton and Y. Friedman [2] and C-H. Chu, B. Iochum, and G. Loupias [8] on Grothendieck’s inequalities for the so-called complex JB*-triples appeared. Complex JB*-triples are natural generalizations of $C^*$-algebras, although they need not have a natural order structure. One of the most important ideas contained in the Barton-Friedman paper is the construction of “natural” prehilbertian seminorms $\|\cdot\|_\varphi$, associated to norm-one continuous linear functionals $\varphi$ on complex JB*-triples, in order to play, in Grothendieck’s inequalities, the same role as that of the prehilbertian seminorms derived from norm-one positive linear functionals in the case of $C^*$-algebras.

Real JB*-triples have been recently introduced in [16], and their theory has been quickly developed. The class of real JB*-triples includes all JB-algebras [14], all real $C^*$-algebras [10], all $J^*B$-algebras [1], and all complex JB*-triples (regarded as real Banach spaces). We have studied in deep the papers [2] and [8], cited in the previous paragraph, with the aim of extending their results to the context of real JB*-triples, as well as obtaining weak* versions of Grothendieck’s inequalities for the so-called real or complex JBW*-triples. The last goal follows the line of [13, Proposition 2.3] in the case of von Neumann algebras. The results obtained by us in these directions appear in [21] and [22]. In fact we have found some gaps in the proofs of the results of [2] and [8], and given partial solutions to them (see [21, Introduction] and [22, Section 1]). In words of L. J. Bunce [6], “the articles [21] and [22] provide antidotes to some subtle difficulties in [2] and subsequent works, including certain results on the important strong* topology of a JBW*-triple”.

In the present paper we review the main results in [21] and [22], and prove some new related facts. Most novelties consist in getting better values of the constants involved in Grothendieck’s inequalities. In some case (see for instance Theorem 2.6) such an improvement need a completely new proof. As shown in [21, Introduction] and [22, Section 1], the actual formulations of Grothendieck’s inequalities for complex JB*-triples in [2] and [8] remain up to date mere conjectures. However, Grothendieck’s inequalities remain valid for JB*-algebras as shown in [8]. We show in Theorems 1.2, 1.8 and 2.2 that those conjectures are valid (even for real JB*-triples) whenever we allow a small enlargement of the family of prehilbert seminorms $\{\|\cdot\|_\varphi\}$.

**Notation**

Let $X$ be a normed space. We denote by $S_X$, $B_X$, $X^*$, and $I_X$ the unit sphere, the closed unit ball, the dual space, and the identity operator, respectively, of $X$. When necessary we will use the symbol $J_X$ for the natural embedding of $X$ in its bidual $X^{**}$. If
Y is another normed space, then $BL(X, Y)$ will stand for the normed space of all bounded linear operators from $X$ to $Y$. Of course we write $BL(X)$ instead of $BL(X, X)$. Now assume that the normed space $X$ is complex. A conjugation on $X$ will be a conjugate-linear isometry on $X$ of period 2. If $\tau$ is a conjugation on $X$, then $X^\tau$ will stand for the real normed space of all $\tau$-fixed elements of $X$. Real normed spaces which can be written as $X^\tau$, for some conjugation $\tau$ on $X$, are called real forms of $X$. By $X_\mathbb{R}$ we denote the real Banach space underlying $X$.

1. Little Grothendieck’s inequality

A complex JB*-triple is a complex Banach space $\mathcal{E}$ with a continuous triple product ${..,:} : \mathcal{E} \times \mathcal{E} \times \mathcal{E} \to \mathcal{E}$ which is bilinear and symmetric in the outer variables and conjugate linear in the middle variable, and satisfies:

1. (Jordan Identity) $L(a, b)\{x, y, z\} = \{L(a, b)x, y, z\} - \{x, L(b, a)y, z\} + \{x, y, L(a, b)z\}$ for all $a, b, c, x, y, z$ in $\mathcal{E}$, where $L(a, b)x := \{a, b, x\}$;

2. The map $L(a, a)$ from $\mathcal{E}$ to $\mathcal{E}$ is an hermitian operator with nonnegative spectrum for all $a$ in $\mathcal{E}$;

3. $\|\{a, a, a\}\| = \|a\|^3$ for all $a$ in $\mathcal{E}$.

Concerning condition 2 above, we recall that a bounded linear operator $T$ on a complex Banach space $X$ is said to be hermitian is $\|\exp(i\lambda T)\| = 1$, for every $\lambda \in \mathbb{R}$.

Complex JB*-triples were introduced by W. Kaup in order to provide an algebraic setting for the study of bounded symmetric domains in complex Banach spaces (see [17], [18] and [29]).

By a complex JBW*-triple we mean a complex JB*-triple which is a dual Banach space. We recall that the triple product of every complex JBW*-triple is separately weak*-continuous [4], and that the bidual $\mathcal{E}^{**}$ of a complex JB*-triple $\mathcal{E}$ is a JBW*-triple whose triple product extends the one of $\mathcal{E}$ [9].

Given a complex JBW*-triple $\mathcal{W}$ and a norm-one element $\varphi$ in the predual $\mathcal{W}_*$ of $\mathcal{W}$, we can construct a prehilbert seminorn $\|\|_{\varphi}$ as follows (see [2, Proposition 1.2]). By the Hahn-Banach theorem there exists $z \in \mathcal{W}$ such that $\varphi(z) = \|z\| = 1$. Then $(x, y) \mapsto \varphi\{x, y, z\}$ becomes a positive sesquilinear form on $\mathcal{W}$ which does not depend on the point of support $z$ for $\varphi$. The prehilbert seminorm $\|\|_{\varphi}$ is then defined by $\|x\|_{\varphi}^2 := \varphi\{x, x, z\}$ for all $x \in \mathcal{W}$. If $\mathcal{E}$ is a complex JB*-triple and $\varphi$ is a norm-one element in $\mathcal{E}^*$, then $\|\|_{\varphi}$ acts on $\mathcal{E}^{**}$, hence in particular it acts on $\mathcal{E}$.

In [2, Theorem 1.3], Barton and Friedman established a “Little Grothendieck’s inequality” for complex JB*-triples, assuring that if $T$ is a bounded linear operator from a complex JB*-triple $\mathcal{E}$ to a complex Hilbert space $\mathcal{H}$ whose second transpose $T^{**}$ attains its norm at a so-called “complete tripotent”, then there exists a norm-one functional $\varphi \in \mathcal{E}^*$ such that

$$\|T(x)\| \leq \sqrt{2}\|T\|\|x\|_{\varphi}$$

for all $x \in \mathcal{E}$. However, although assumed in the proof, the hypothesis that $T^{**}$ attains its norm at a complete tripotent does not arise in the statement of [2, Theorem 1.3] (compare
Since by [21, proof of Theorem 4.3] we know that $T^{**}$ attains its norm at a complete tripotent whenever it attains its norm, and the set of all operators $T \in BL(\mathcal{E}, \mathcal{H})$ such that $T^{**}$ attains its norm is norm dense in $BL(\mathcal{E}, \mathcal{H})$ [19, Theorem 1], we have the following theorem.

**Theorem 1.1.** [21, Theorem 1.1] Let $\mathcal{E}$ be a complex JB*-triple and $\mathcal{H}$ a complex Hilbert space. Then the set of those bounded linear operators $T$ from $\mathcal{E}$ to $\mathcal{H}$ such that there exists a norm-one functional $\varphi \in \mathcal{E}^*$ satisfying

$$||T(x)|| \leq \sqrt{2}||T|| ||x||_{\varphi}$$

for all $x \in \mathcal{E}$, is norm dense in $BL(\mathcal{E}, \mathcal{H})$.

Let $\mathcal{E}$ and $\mathcal{H}$ be as in Theorem 1.1. The question if for every $T$ in $BL(\mathcal{E}, \mathcal{H})$ there exists $\varphi \in S_{\mathcal{E}}$ satisfying

$$||T(x)|| \leq \sqrt{2}||T|| ||x||_{\varphi}$$

for all $x \in \mathcal{E}$, remains an open problem. In any case, if we allow a slightly enlargement of the family of prehilbert seminorms $\{||.||_{\varphi} : \varphi \in S_{\mathcal{E}}\}$, then, as we are showing in what follows, the answer to the above question becomes affirmative. We note that the new prehilbert seminorms we are building are as naturally derived from the structure of $\mathcal{E}$ as those in the family $\{||.||_{\varphi} : \varphi \in S_{\mathcal{E}}\}$.

Let $X$ be a Banach space, and $u$ a norm-one element in $X$. The set of states of $X$ relative to $u$, $D(X, u)$, is defined as the non empty, convex, and weak*-compact subset of $X^*$ given by

$$D(X, u) := \{\Phi \in B_{X^*} : \Phi(u) = 1\}.$$

For $x \in X$, the numerical range of $x$ relative to $u$, $V(X, u, x)$, is given by $V(X, u, x) := \{\Phi(x) : \Phi \in D(X, u)\}$. It is well known that a bounded linear operator $T$ on a complex Banach space $X$ is hermitian if and only if $V(BL(X), I_X, T) \subseteq \mathbb{R}$ (compare [5, Corollary 10.13]).

Let $\mathcal{E}$ be a complex JB*-triple and $\Phi \in D(BL(\mathcal{E}), I_\mathcal{E})$. Since for every $x \in \mathcal{E}$, the operator $L(x, x)$ is hermitian and has non-negative spectrum, it follows from [5, Lemma 38.3] that the mapping $(x, y) \mapsto \Phi(L(x, y))$ from $\mathcal{E} \times \mathcal{E}$ to $\mathbb{C}$ becomes a positive sesquilinear form on $\mathcal{E}$, then we define the prehilbert seminorm $||.||_{\Phi}$ on $\mathcal{E}$ by $||x||_{\Phi}^2 := \Phi(L(x, x))$.

Let $\varphi \in S_{\mathcal{E}}$ and let $e \in S_{\mathcal{E}^*}$ such that $\varphi(e) = 1$. We consider the element $\Phi_{\varphi, e}$ of $D(BL(\mathcal{E}), I_\mathcal{E})$ given by $\Phi_{\varphi, e}(T) := \varphi T^{**}(e)$ for all $T \in BL(\mathcal{E})$, so that we have $||.||_{\Phi_{\varphi, e}} = ||.||_{\varphi}$ on $\mathcal{E}$.

**Theorem 1.2.** Let $\mathcal{E}$ be a complex JB*-triple, $\mathcal{H}$ a complex Hilbert space and $T : \mathcal{E} \to \mathcal{H}$ a bounded linear operator. Then there exists $\Phi \in D(BL(\mathcal{E}), I_\mathcal{E})$ such that

$$||T(x)|| \leq \sqrt{2} ||T|| | |x||_{\Phi}$$

for all $x \in \mathcal{E}$.

**Proof.** By Theorem 1.1, for every $n \in \mathbb{N}$ there is a bounded linear operator $T_n : \mathcal{E} \to \mathcal{H}$ and a norm-one functional $\varphi_n \in \mathcal{E}^*$ satisfying

$$||T_n - T|| \leq \frac{1}{n},$$
and

\[ ||T_n(x)|| \leq \sqrt{2}||T_n||||x|| \varphi_n = \sqrt{2}||T_n|| ||x|| \Phi_{\varphi_n,e_n}\]

for all \( x \in \mathcal{E} \), where \( e_n \in S_{E^*} \) with \( \varphi_n(e_n) = 1 \) \((n \in \mathbb{N})\).

Since \( D(BL(\mathcal{E}), I_{\mathcal{E}}) \) is weak*-compact, we can take a weak* cluster point \( \Phi \in D(BL(\mathcal{E}), I_{\mathcal{E}}) \) of the sequence \( \Phi_{\varphi_n,e_n} \) to obtain

\[ ||T(x)|| \leq \sqrt{2} ||T|| |||x|||_\Phi\]

for all \( x \in \mathcal{E} \).

From the previous Theorem we can now derive a remarkable result of U. Haagerup.

**Corollary 1.3.** [12, Theorem 3.2] Let \( A \) be a C*-algebra, \( \mathcal{H} \) a complex Hilbert space, and \( T : A \to \mathcal{H} \) a bounded linear operator. Then there exist two norm-one positive linear functionals \( \varphi \) and \( \psi \) on \( A \), such that

\[ ||T(x)||^2 \leq ||T||^2(\varphi(x^*x) + \psi(xx^*))\]

for all \( x \in A \).

**Proof.** By Theorem 1.2 there exists \( \Phi \in D(BL(A), I_A) \) such that

\[ ||T(x)||^2 \leq 2||T||^2\Phi(L(x, x))\]

for all \( x \in A \). Since for every \( x \in A \) the equality \( L(x, x) = \frac{1}{2}(L_{xx^*} + L_{x^*x}) \) holds (where, for \( a \in A \), \( L_a \) and \( R_a \) stands for the left and right multiplication by \( a \), respectively), we have

\[ ||T(x)||^2 \leq ||T||^2\Phi(L_{xx^*} + R_{x^*x})\]

for all \( x \in A \).

Now, denoting by \( \check{\varphi} \) and \( \check{\psi} \) the positive linear functionals on \( A \) given by \( \check{\varphi}(x) := \Phi(L_x) \), and \( \check{\psi}(x) := \Phi(R_x) \), respectively, and choosing norm-one positive linear functionals \( \varphi, \psi \) on \( A \) satisfying \( \check{\varphi} \leq \varphi \) and \( \check{\psi} \leq \psi \) (which is possible because \( \check{\varphi} \) and \( \check{\psi} \) belong to \( B_A \)), we get

\[ ||T(x)||^2 \leq ||T||^2(\varphi(x^*x) + \psi(xx^*))\]

for all \( x \in A \). \( \square \)

**Remark.** [16] we define real JB*-triples as norm-closed real subtriples of complex JB*-triples. If \( \mathcal{E} \) is a complex JB*-triple, then conjugations on \( \mathcal{E} \) preserve the triple product of \( E \), and hence the real forms of \( \mathcal{E} \) are real JB*-triples. In [16] it is shown that actually every real JB*-triple can be regarded as a real form of a suitable complex JB*-triple.

By a real JBW*-triple we mean a real JB*-triple whose underlying Banach space is a dual Banach space. As in the complex case, the triple product of every real JBW*-triple is separately weak*-continuous [20], and the bidual \( \mathcal{E}^{**} \) of a real JB*-triple \( \mathcal{E} \) is a real JBW*-triple whose triple product extends the one of \( \mathcal{E} \) [16]. Noticing that every real JBW*-triple is a real form of a complex JBW*-triple [16], it follows easily that, if \( W \) is a real JBW*-triple and if \( \varphi \) is a norm-one element in \( W_* \), then, for \( z \in W \) such that
\( \varphi(z) = \|z\| = 1 \), the mapping \( x \mapsto (\varphi \{x, x, z\})^{1/2} \) is a prehilbert seminorm on \( W \) (not depending on \( z \)). Such a seminorm will be denoted by \( \| \cdot \|_{\varphi} \).

The main goal of [21] is to extending Theorem 1.1 to the setting of real JB*-triples. Such an extension is actually obtained in [21, Theorem 4.5] with constant \( 4\sqrt{2} \) instead of \( \sqrt{2} \). However, an easy final touch to the proof of Theorem 4.3 in [21] is letting us to get a better value of the constant.

**Proposition 1.4.** Let \( E \) be a real JB*-triple, \( H \) a real Hilbert space, and \( T : E \rightarrow H \) a bounded linear operator which attains its norm. Then there exists \( \varphi \in S_{E^{**}} \) satisfying

\[
\|T(x)\| \leq (1 + 3\sqrt{2})\|T\||x|_{\varphi}
\]

for all \( x \in E \).

**Proof.** Without loss of generality we can suppose \( \|T\| = 1 \). Then, by the proof of [21, Theorem 4.3], there exist \( e \in S_{E^{**}} \) and \( \psi, \xi \in D(E^{**}, e) \cap E^{*} \) such that

\[
\|T(x)\| \leq \sqrt{8}\|x\|_{\psi} + (1 + \sqrt{2})\|x\|_{\xi}
\]

for all \( x \in E \). Setting \( \rho = \frac{2\sqrt{2}}{1 + \sqrt{2}} \) and \( \varphi := \frac{1}{1 + \rho}(\xi + \rho \psi) \), \( \varphi \) is a norm-one functional in \( E^{*} \) with \( \varphi(e) = 1 \), and we have

\[
\|T(x)\| \leq \sqrt{(1 + \sqrt{2})^2 + \frac{8}{\rho} \sqrt{\|x\|_{\xi}^2 + \rho \|x\|_{\psi}^2}}
\]

\[
= \left( (1 + \sqrt{2})^2 + \frac{8}{\rho} \right)^{1/2} \|x\|_{\varphi} = (1 + 3\sqrt{2})\|x\|_{\varphi}
\]

for all \( x \in E \). \( \square \)

Keeping in mind Proposition 1.4 above, a new application of [19, Theorem 1] gives us the following improvement of [21, Theorem 4.5].

**Theorem 1.5.** Let \( E \) be a real JB*-triple and \( H \) a real Hilbert space. Then the set of those bounded linear operators \( T \) from \( E \) to \( H \) such that there exists a norm-one functional \( \varphi \in E^{*} \) satisfying

\[
\|T(x)\| \leq (1 + 3\sqrt{2})\|T\||x|_{\varphi}
\]

for all \( x \in E \), is norm dense in \( BL(E, H) \).

Let \( X \) be a complex Banach space and \( \tau \) a conjugation on \( X \). We define a conjugation \( \tilde{\tau} \) on \( BL(X) \) by \( \tilde{\tau}(T) := \tau T \tau \). If \( T \) is a \( \tilde{\tau} \)-invariant element of \( BL(X) \), then we have \( T(X^{\tau}) \subseteq X^{\tau} \), and hence we can consider \( \Lambda(T) := T|_{X^{\tau}} \) as a bounded linear operator on the real Banach space \( X^{\tau} \). Since the mapping \( \Lambda : BL(X)^{\tilde{\tau}} \rightarrow BL(X^{\tau}) \) is a linear contraction sending \( I_{X} \) to \( I_{X^{\tau}} \), we get

\[
V(BL(X^{\tau}), I_{X^{\tau}}, \Lambda(T)) \subseteq V(BL(X)^{\tilde{\tau}}, I_{X}, T)
\]
for all $T \in BL(X)$. On the other hand, by the Hahn-Banach Theorem, we have

$$V(BL(X)\bar{T}, I_X, T) = V(BL(X)_R, I_X, T)$$

for every $T \in BL(X)\bar{T}$. It follows

$$V(BL(X^\tau), I_{X^\tau}, \Lambda(T)) \subseteq \Re V(BL(X), I_X, T)$$

for all $T \in BL(X)\bar{T}$.

Let $E$ be a real JB*-triple. Since $E = \mathcal{E}$ for some complex JB*-triple $\mathcal{E}$ with conjugation $\tau$, it follows from the above paragraph that, for $x \in E$, $V(BL(E), I_E, L(x, x))$ consists only of non-negative real numbers. Therefore, for $\Phi \in D(BL(E), I_E)$, the mapping $(x, y) \mapsto \Phi(L(x, y))$ from $E \times E$ to $\mathbb{R}$ is a positive symmetric bilinear form on $E$, and hence $\|\|x\|\|_{\Phi}^2 := \Phi(L(x, x))$ defines a prehilbert seminorm on $E$.

Now, when in the proof of Theorem 1.2 Theorem 1.5 replaces Theorem 1.1, we arrive at a real variant of Theorem 1.2 with constant $(1 + 3\sqrt{2})$ instead of $\sqrt{2}$. However, as we show in Theorem 1.8 below, a better result holds.

**Lemma 1.6.** Let $X$ be a complex Banach space with a conjugation $\tau$. Denote by $H$ the real Banach space of all hermitian operators on $X$ which lie in $BL(X)\bar{T}$. Then, for every $\Phi \in D(BL(X), I_X)$, there exists $\Psi \in D(BL(X^\tau), I_{X^\tau})$ such that $\Phi(T) = \Psi(\Lambda(T))$ for every $T$ in $H$.

**Proof.** It is easy to see that, for $T$ in $BL(X)\bar{T}$, the inequality $\|T\| \leq 2\|\Lambda(T)\|$ holds. Now, let $T$ be in $H$. Then, for $n \in \mathbb{N}$, $T^n$ lies in $BL(X)\bar{T}$ and, by [5, Theorem 11.17], we have

$$\|T\|^n = \|T^n\| \leq 2\|\Lambda(T^n)\| = 2\|\Lambda(T)^n\| \leq 2\|\Lambda(T)\|^n.$$  

By taking $n$-th roots and letting $n \to +\infty$, we obtain $\|T\| \leq \|\Lambda(T)\|$. It follows that $\Lambda$, regarded as a mapping from $H$ to $BL(X^\tau)$, is a linear isometry. Therefore, given $\Phi \in D(BL(X), I_X)$, the composition $\Phi|_H \Lambda^{-1}$ belongs to $D(\Lambda(H), I_{X^\tau})$, and it is enough to choose $\Psi \in D(BL(X^\tau), I_{X^\tau})$ extending $\Phi|_H \Lambda^{-1}$ to obtain

$$\Phi(T) = \Psi(\Lambda(T))$$

for all $T \in H$. \qed

The next corollary follows straightforwardly from Lemma 1.6 above.

**Corollary 1.7.** Let $\mathcal{E}$ be a complex JB*-triple with a conjugation $\tau$, and $\Phi$ in $D(BL(\mathcal{E}), I_\mathcal{E})$. Then there exists $\Psi \in D(BL(\mathcal{E}^\tau), I_{\mathcal{E}^\tau})$ such that

$$\|\|x\|\|_{\Phi} = \|\|x\|\|_{\Psi}$$

for all $x \in \mathcal{E}^\tau$.

**Theorem 1.8.** Let $E$ be a real JB*-triple, $H$ a real Hilbert space and $T : E \to H$ a bounded linear operator. Then there exists $\Psi \in D(BL(E), I_E)$ such that

$$\|T(x)\| \leq 2 \|T\| \|\|x\|\|_{\Psi}$$

for all $x \in E$. 
Proof. Let $\mathcal{E}$ be a complex JB*-triple with conjugation $\tau$ such that $E = \mathcal{E}^r$, let $\mathcal{H}$ be a complex Hilbert space with conjugation $\rho$ such that $\mathcal{H}^\rho = \mathcal{H}$, and let $\mathcal{T} \in BL(\mathcal{E}, \mathcal{H})$ such that $\hat{T}|_E = T$. We note that $\|\mathcal{T}\| \leq \sqrt{2}\|T\|$. By Theorem 1.2 there exists $\Phi \in D(BL(\mathcal{E}), I_E)$ satisfying
\[
\|T(x)\| \leq \sqrt{2}\|\hat{T}\|\|x\|_\Phi
\]
for all $x \in E$. By Corollary 1.7 there exists $\Psi \in D(BL(E), I_E)$ such that
\[
\|x\|_\Phi = \|x\|_\Psi
\]
for all $x \in E$. Finally combining (1) and (2) we get
\[
\|T(x)\| \leq \sqrt{2}\|\hat{T}\|\|x\|_\Psi \leq 2\|T\|\|x\|_\Psi
\]
for all $x \in E$. □

Section 2 of [22] is mainly devoted to obtaining weak* -versions of the “Little Grothendieck’s inequality” for real and complex JBW*-triples. In a first approach we prove the following result.

**Proposition 1.9.** If $\mathcal{W}$ is a complex (respectively, real) JBW*-triple, if $\mathcal{H}$ a complex (respectively, real) Hilbert space, and if $M = \sqrt{2}$ (respectively, $M > 1 + 3\sqrt{2}$), then the set of weak*-continuous linear operators $T$ from $\mathcal{W}$ to $\mathcal{H}$ such that there exists a norm-one functional $\varphi \in \mathcal{W}_*$ satisfying
\[
\|T(x)\| \leq M \|T\| \|x\|_\varphi
\]
for all $x \in \mathcal{W}$, is norm dense in the space of all weak*-continuous linear operators from $\mathcal{W}$ to $\mathcal{H}$.

Proposition 1.9 above follows from [22, Lemma 3] (respectively, [22, Lemma 4]) and [30]. When the result in [30] is replaced with a finer principle in [25] on approximation of operator by operator attaining their norms, we get the following theorem.

**Theorem 1.10.** [22, Theorems 3 and 5] Let $K > \sqrt{2}$ (respectively, $K > 1 + 3\sqrt{2}$), $\varepsilon > 0$, $\mathcal{W}$ a complex (respectively, real) JBW*-triple, $\mathcal{H}$ a complex (respectively, real) Hilbert space, and $T : \mathcal{W} \to \mathcal{H}$ a weak*-continuous linear operator. Then there exist norm-one functionals $\varphi_1, \varphi_2 \in \mathcal{W}_*$ such that the inequality
\[
\|T(x)\| \leq K \|T\| \left(\|x\|_{\varphi_2}^2 + \varepsilon^2 \|x\|_{\varphi_1}^2\right)^{\frac{1}{2}}
\]
holds for all $x \in \mathcal{W}$.

Of course, Theorem 1.10 above has as a corollary the next non-weak* version of “Little Grothendieck’s inequality”.

**Corollary 1.11.** Let $K > \sqrt{2}$ (respectively, $K > 1 + 3\sqrt{2}$) and $\varepsilon > 0$. Then, for every complex (respectively, real) JB*-triple $\mathcal{E}$, every complex (respectively, real) Hilbert space $\mathcal{H}$, and every bounded linear operator $T : \mathcal{E} \to \mathcal{H}$, there exist norm-one functionals $\varphi_1, \varphi_2 \in \mathcal{E}^*$ such that the inequality
\[
\|T(x)\| \leq K \|T\| \left(\|x\|_{\varphi_2}^2 + \varepsilon^2 \|x\|_{\varphi_1}^2\right)^{\frac{1}{2}},
\]
holds for all $x \in \mathcal{E}$. 
Remark 1.12. Let $K, \mathcal{W}, \mathcal{H}$, and $T$ be as in Theorem 1.10. We claim that there exists a $\Phi$ in $D(BL(\mathcal{W}), I_{\mathcal{W}})$ which lies in the natural non-complete predual $\mathcal{W} \otimes \mathcal{W}_*$ of $BL(\mathcal{W})$ and satisfies

$$||T(x)|| \leq K \frac{K}{\sqrt{1 + \varepsilon^2}} ||x||_\Phi$$

for all $x \in \mathcal{W}$. Indeed, take $\varepsilon > 0$ such that $\frac{K}{\sqrt{1 + \varepsilon^2}} > \sqrt{2}$ (respectively $\frac{K}{1 + \varepsilon^2} > 1 + 3\sqrt{2}$) and apply Theorem 1.10 to find $\varphi_1, \varphi_2 \in \mathcal{S}_{\mathcal{W}}$ satisfying

$$||T(x)|| \leq \frac{K}{\sqrt{1 + \varepsilon^2}} ||T|| \left( ||x||_\varphi^2 + \varepsilon^2 ||x||_{\varphi_1}^2 \right)^\frac{1}{2}$$

for all $x \in \mathcal{W}$. Then, choosing $e_i \in D(\mathcal{W}_*, \varphi_i)$ ($i = 1, 2$) and putting

$$\Phi := \frac{1}{1 + \varepsilon^2} (\varphi_2 \Phi_2 e_2 + \varepsilon^2 \Phi_1 e_1),$$

$\Phi$ lies in $D(BL(\mathcal{W}), I_{\mathcal{W}}) \cap (\mathcal{W} \otimes \mathcal{W}_*)$ and satisfies

$$||T(x)|| \leq K \frac{K}{\sqrt{1 + \varepsilon^2}} ||x||_\Phi$$

for all $x \in \mathcal{W}$. It seems to be plausible that the claim just proved could remain true with $K = \sqrt{2}$ (respectively, $K = 1 + 3\sqrt{2}$) whenever we allow the element $\Phi$ in $D(BL(\mathcal{W}), I_{\mathcal{W}})$ to lie in the natural complete predual $\mathcal{W} \otimes \mathcal{W}_*$ of $BL(\mathcal{W})$.

The concluding section of the paper [22] deals with some applications of Theorem 1.10, including certain results on the strong*-topology of real and complex JBW*-triples. We recall that, if $W$ is a real or complex JBW*-triple, then the strong*-topology of $W$, denoted by $S^*(W, W_*)$, is defined as the topology on $W$ generated by the family of seminorms $\{||.||_\varphi : \varphi \in W_*, ||\varphi|| = 1\}$. It is worth mentioning that, if a JBW*-algebra $\mathcal{A}$ is regarded as a complex JBW*-triple, then $S^*(\mathcal{A}, \mathcal{A}_*)$ coincides with the so-called “algebra-strong* topology” of $\mathcal{A}$, namely the topology on $\mathcal{A}$ generated by the family of seminorms of the form $x \mapsto \sqrt{\xi(x \circ x^*)}$ when $\xi$ is any weak*-continuous positive linear functional on $\mathcal{A}$ [26, Proposition 3]. As a consequence, when a von Neumann algebra $\mathcal{M}$ is regarded as a complex JBW*-triple, $S^*(\mathcal{M}, \mathcal{M}_*)$ coincides with the familiar strong*-topology of $\mathcal{M}$ (compare [28, Definition 1.8.7]).

For every dual Banach space $X$ (with a fixed predual $X_*$), we denote by $m(X, X_*)$ the Mackey topology on $X$ relative to its duality with $X_*$. The following theorem extends to real JBW*-triples some results in [3], [26], and [27] for complex JBW*-triples, and completely solved a gap in the proof of the results of [26].

Theorem 1.13. [22, Corollary 9 and Theorem 9] Let $W$ be a real or complex JBW*-triple. Then we have:

1. The strong*-topology of $W$ is compatible with the duality $(W, W_*)$.

2. If $V$ is a weak*-closed subtriple of $W$, then the inequality $S^*(W, W_*)|_V \leq S^*(V, V_*)$ holds, and in fact $S^*(W, W_*)|_V$ and $S^*(V, V_*)$ coincide on bounded subsets of $V$.

3. The triple product of $W$ is jointly $S^*(W, W_*)$-continuous on bounded subsets of $W$. 


4. The topologies \( m(W, W_*) \) and \( S^*(W, W_*) \) coincide on bounded subsets of \( W \).

Moreover, linear mappings between real or complex JBW*-triples are strong*-continuous if and only if they are weak*-continuous.

**Remark 1.14.** In a recent work L. J. Bunce obtains an improvement of Assertion 2 of Theorem 1.13. Indeed, in [6, Corollary] he proves that, if \( W \) is a real or complex JBW*-triple, and if \( V \) is a weak*-closed subtriple, then each element of \( V_* \) has a norm preserving extension in \( W_* \), and hence \( S^*(W, W_*)|_V = S^*(V, V_*) \).

From Assertion 4 in Theorem 1.13 we derive in [22, Theorem 10] a Jarchow-type characterization of weakly compact operators from (real or complex) JB*-triples to arbitrary Banach spaces. With Theorems 1.8 and 1.2 instead of [22, Corollaries 5 and 1] in the proof, Theorem 10 of [22] reads as follows.

**Theorem 1.15.** Let \( E \) be a real (respectively, complex) JB*-triple, \( X \) a real (respectively, complex) Banach space, and \( T : E \rightarrow X \) a bounded linear operator. The following assertions are equivalent:

1. \( T \) is weakly compact.

2. There exist a bounded linear operator \( G \) from \( E \) to a real (respectively, complex) Hilbert space and a function \( N : (0, +\infty) \rightarrow (0, +\infty) \) such that
\[
\|T(x)\| \leq N(\varepsilon)\|G(x)\| + \varepsilon\|x\|
\]
for all \( x \in E \) and \( \varepsilon > 0 \).

3. There exist \( \Phi \in \mathcal{D}(BL(E), I_E) \) and a function \( N : (0, +\infty) \rightarrow (0, +\infty) \) such that
\[
\|T(x)\| \leq N(\varepsilon) \|x\|_\Phi + \varepsilon\|x\|
\]
for all \( x \in E \) and \( \varepsilon > 0 \).

For a forerunner of the complex case of Theorem 1.15 above the reader is referred to [7] (see also the comment after [22, Theorem 10]).

2. **Big Grothendieck’s inequality**

Big Grothendieck’s inequalities for complex JB*-triples appear in the papers [2] and [8]. However, the proofs of such inequalities in both papers contain some gaps, so we are not sure if the statements of those inequalities are true. In any case, putting together facts completely proved in [2] and [8], the complex case of the following theorem follows with minor difficulties (see for instance [22, Section 1]). The real case of the following theorem has no forerunner before [22].

**Theorem 2.1.** [22, Theorem 1 and Corollary 8] Let \( M > 4(1 + 2\sqrt{3}) (1 + 3\sqrt{2})^2 \) (respectively, \( M > 3 + 2\sqrt{3} \)) and \( E, F \) be real (respectively, complex) JB*-triples. Then the
set of all bounded bilinear forms $U$ on $E \times F$ such that there exist norm-one functionals $\varphi \in E^*$ and $\psi \in F^*$ satisfying

$$|U(x, y)| \leq M \|U\| \|x\|_\varphi \|y\|_\psi$$

for all $(x, y) \in E \times F$, is norm dense in the Banach space of all bounded bilinear forms on $E \times F$.

The complex case of the next theorem follows from Theorem 2.1 above by arguing as in the proof of Theorem 1.2. The real case then follows from the complex one by a suitable application of Corollary 1.7.

**Theorem 2.2.** Let $E$, $F$ be complex (respectively, real) JB*-triples, $M = 3 + 2\sqrt{3}$ (respectively, $M = 2(3 + 2\sqrt{3})$), and let $U$ be a bounded bilinear form on $E \times F$. Then there are $\Phi \in D(BL(E), I_E)$ and $\Psi \in D(BL(F), I_F)$ such that

$$|U(x, y)| \leq M \|U\| \|x\|_\Phi \|y\|_\Psi$$

for all $(x, y) \in E \times F$.

The main goal of Section 3 in [22] is to prove weak*-versions of the “Big Grothendieck’s inequality” for real and complex JBW*-triples. In this line, the main result is the following.

**Theorem 2.3.** [22, Theorems 6 and 7] Let $M > 4(1 + 2\sqrt{3}) (1 + 3\sqrt{2})^2$ (respectively, $M > 4(1 + 2\sqrt{3})$) and $\varepsilon > 0$. For every pair $(V, W)$ of real (respectively, complex) JBW*-triples and every separately weak*-continuous bilinear form $U$ on $V \times W$, there exist norm-one functionals $\varphi_1, \varphi_2 \in V^*$ and $\psi_1, \psi_2 \in W^*$ satisfying

$$|U(x, y)| \leq M \|U\| \left( \|x\|_{\varphi_2}^2 + \varepsilon^2 \|x\|_{\varphi_1}^2 \right)^{\frac{1}{2}} \left( \|y\|_{\psi_2}^2 + \varepsilon^2 \|y\|_{\psi_1}^2 \right)^{\frac{1}{2}}$$

for all $(x, y) \in V \times W$.

Since every bounded bilinear form on the cartesian product of two real or complex JB*-triples has a separately weak*-continuous bilinear extension to the cartesian products of their biduals [22, Lemma 1], Theorem 2.3 above, has a natural non-weak* corollary. However, a better value of the constant $M$ in the complex case of such a corollary can be got by means of an independent argument (see [22, Remark 2]). Precisely, we have the following result.

**Corollary 2.4.** Let $M > 3 + 2\sqrt{3}$ (respectively, $M > 4(1 + 2\sqrt{3}) (1 + 3\sqrt{2})^2$) and $\varepsilon > 0$. Then for every pair $(E, F)$ of complex (respectively, real) JB*-triples and every bounded bilinear form $U$ on $E \times F$ there exist norm-one functionals $\varphi_1, \varphi_2 \in E^*$ and $\psi_1, \psi_2 \in F^*$ satisfying

$$|U(x, y)| \leq M \|U\| \left( \|x\|_{\varphi_2}^2 + \varepsilon^2 \|x\|_{\varphi_1}^2 \right)^{\frac{1}{2}} \left( \|y\|_{\psi_2}^2 + \varepsilon^2 \|y\|_{\psi_1}^2 \right)^{\frac{1}{2}}$$

for all $(x, y) \in E \times F$. 
In view of the complex case of Corollary 2.4 above, the question whether the interval \( M > 3 + 2\sqrt{3} \) is valid in the complex case of Theorem 2.3 naturally appears. In the rest of this paper we answer affirmatively this question. We recall that if \( \mathcal{E} \) and \( \mathcal{F} \) are complex JB*-triples, then every bounded bilinear form \( U \) on \( \mathcal{E} \times \mathcal{F} \) has a (unique) separately weak*-continuous extension, denoted by \( \tilde{U} \), to \( \mathcal{E}^{**} \times \mathcal{F}^{**} \).

**Lemma 2.5.** Let \( M > 3 + 2\sqrt{3} \) and \( \varepsilon > 0 \). Then for every pair \((\mathcal{E}, \mathcal{F})\) of complex JB*-triples and every bounded bilinear form \( U \) on \( \mathcal{E} \times \mathcal{F} \) there exist norm-one functionals \( \varphi_1, \varphi_2 \in \mathcal{E}^* \) and \( \psi_1, \psi_2 \in \mathcal{F}^* \) satisfying

\[
|\tilde{U}(\alpha, \beta)| \leq M \|U\| \left( \|\alpha\|_{\varphi_2}^2 + \varepsilon^2 \|\psi_1\|_{\varphi_1}^2 \right)^{\frac{1}{2}} \left( \|\beta\|_{\psi_2}^2 + \varepsilon^2 \|\psi_1\|_{\varphi_1}^2 \right)^{\frac{1}{2}}
\]

for all \((\alpha, \beta) \in \mathcal{E}^{**} \times \mathcal{F}^{**}\).

**Proof.** By Corollary 2.4, there are norm-one functionals \( \varphi_1, \varphi_2 \in \mathcal{E}^* \) and \( \psi_1, \psi_2 \in \mathcal{F}^* \) satisfying

\[
|\tilde{U}(x, y)| \leq M \|U\| \left( \|x\|_{\varphi_2}^2 + \varepsilon^2 \|x\|_{\varphi_1}^2 \right)^{\frac{1}{2}} \left( \|y\|_{\psi_2}^2 + \varepsilon^2 \|y\|_{\psi_1}^2 \right)^{\frac{1}{2}}
\]

for all \((x, y) \in \mathcal{E} \times \mathcal{F}\).

Let \((\alpha, \beta)\) be in \( \mathcal{E}^{**} \times \mathcal{F}^{**} \). By Assertion 1 in Theorem 1.13, there are nets \((x_\lambda) \subseteq \mathcal{E}\) and \((y_\mu) \subseteq \mathcal{F}\) converging to \(\alpha\) and \(\beta\) in the strong* topology (hence also in the weak* topology) of \(\mathcal{E}^{**}\) and \(\mathcal{F}^{**}\), respectively. Since, for \(i \in \{1, 2\}\), the seminorm \(\|\cdot\|_{\psi_i}\) is strong*-continuous on \(\mathcal{E}^{**}\), by (3) and the separately weak*-continuity of \(\tilde{U}\) we have

\[
|\tilde{U}(x, \beta)| \leq M \|U\| \left( \|x\|_{\varphi_2}^2 + \varepsilon^2 \|x\|_{\varphi_1}^2 \right)^{\frac{1}{2}} \left( \|\beta\|_{\psi_2}^2 + \varepsilon^2 \|\psi_1\|_{\varphi_1}^2 \right)^{\frac{1}{2}}
\]

for all \(x \in \mathcal{E}\). By taking \(x = x_\lambda\) in the last inequality, and arguing similarly, the proof is concluded. \(\Box\)

We can now state the complex case of Theorem 2.3 with constant \( M > 3 + 2\sqrt{3} \).

**Theorem 2.6.** Let \( M > 3 + 2\sqrt{3} \) and \( \varepsilon > 0 \). For every pair \((\mathcal{V}, \mathcal{W})\) of complex JBW*-triples and every separately weak*-continuous bilinear form \( U \) on \( \mathcal{V} \times \mathcal{W} \), there exist norm-one functionals \( \varphi_1, \varphi_2 \in \mathcal{V}^* \) and \( \psi_1, \psi_2 \in \mathcal{W}^* \) satisfying

\[
|U(x, y)| \leq M \|U\| \left( \|x\|_{\varphi_2}^2 + \varepsilon^2 \|x\|_{\varphi_1}^2 \right)^{\frac{1}{2}} \left( \|y\|_{\psi_2}^2 + \varepsilon^2 \|y\|_{\psi_1}^2 \right)^{\frac{1}{2}}
\]

for all \((x, y) \in \mathcal{V} \times \mathcal{W}\).

**Proof.** Let \( \tilde{U} \) the unique separately weak*-continuous extension of \( U \) to \( \mathcal{V}^{**} \times \mathcal{W}^{**} \). By Lemma 2.5 there exist norm-one functionals \( \varphi_1, \varphi_2 \in \mathcal{V}^* \) and \( \psi_1, \psi_2 \in \mathcal{W}^* \) satisfying

\[
|\tilde{U}(\alpha, \beta)| \leq M \|U\| \left( \|\alpha\|_{\varphi_2}^2 + \varepsilon^2 \|\alpha\|_{\varphi_1}^2 \right)^{\frac{1}{2}} \left( \|\beta\|_{\psi_2}^2 + \varepsilon^2 \|\psi_1\|_{\varphi_1}^2 \right)^{\frac{1}{2}}
\]

for all \((\alpha, \beta) \in \mathcal{V}^{**} \times \mathcal{W}^{**}\).

Let \( \mathcal{U} \) stand for either \( \mathcal{V} \) or \( \mathcal{W} \). Then \((J_\mathcal{U})^* : \mathcal{U}^{**} \to \mathcal{U}\) is a weak*-continuous surjective triple homomorphism. Indeed, the map \((J_\mathcal{U})^* J_\mathcal{U}\) is the identity on \( \mathcal{U} \), \( J_\mathcal{U}\) is a
triple homomorphism, and $J_{\mathcal{U}}(U)$ is weak*-dense in $U^{**}$. Now $\mathcal{I}(U) := \ker((J_{\mathcal{U}})^*)$ is a weak*-closed ideal of $U^{**}$, and hence there exists a weak*-closed ideal $\mathcal{J}(U)$ such that $U^{**} = \mathcal{I}(U) \oplus \mathcal{J}(U)$ [15]. Denoting by $\Pi_{\mathcal{U}}$ the linear projection from $U^{**}$ onto $\mathcal{J}(U)$ corresponding to the decomposition $U^{**} = \mathcal{I}(U) \oplus \mathcal{J}(U)$, it follows that the restriction of $(J_{\mathcal{U}})^*$ to $\mathcal{J}(U)$ is a weak*-continuous surjective triple isomorphism with inverse mapping

$$\Psi_{\mathcal{U}} := \Pi_{\mathcal{U}} \Pi_{\mathcal{J}} : U \to \mathcal{J}(U).$$

Now note that, since the bilinear mapping $(\alpha, \beta) \mapsto U((J_{\mathcal{V}})^*(\alpha), (J_{\mathcal{W}})^*(\beta))$, from $\mathcal{V}^{**} \times \mathcal{W}^{**}$ to $\mathbb{C}$, is separately weak*-continuous and extends $U$, we have $\tilde{U}(\alpha, \beta) = U((J_{\mathcal{V}})^*(\alpha), (J_{\mathcal{W}})^*(\beta))$ for all $(\alpha, \beta) \in \mathcal{V}^{**} \times \mathcal{W}^{**}$. As a consequence, we obtain

$$U(x, y) = \tilde{U}(\Psi_{\mathcal{V}}(x), \Psi_{\mathcal{W}}(y)) \quad (5)$$

for all $(x, y) \in \mathcal{V} \times \mathcal{W}$.

Since $\mathcal{V}^{**} = \mathcal{I}(\mathcal{V}) \oplus \mathcal{J}(\mathcal{V})$ and $\mathcal{W}^{**} = \mathcal{I}(\mathcal{W}) \oplus \mathcal{J}(\mathcal{W})$, we are provided with decompositions $\varphi_i = \varphi^1_i + \varphi^2_i$ and $\psi_i = \psi^1_i + \psi^2_i$ ($i \in \{1, 2\}$), where

$$\varphi^1_i \in (\mathcal{J}(\mathcal{V})), \quad \varphi^2_i \in (\mathcal{I}(\mathcal{V})), \quad \|\varphi^1_i\| + \|\varphi^2_i\| = 1,$$

and

$$\psi^1_i \in (\mathcal{J}(\mathcal{W})), \quad \psi^2_i \in (\mathcal{I}(\mathcal{W})), \quad \|\psi^1_i\| + \|\psi^2_i\| = 1.$$
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for all \( x \in A \). Keeping in mind the parallelism between the theories of JB*-triples and JB-algebras (see [14]), the spirit of the arguments in the proof of Theorem 2.6 can be applied to derive from the result in [21] just quoted the following fact which improves [22, Corollary 3].

**Fact A:** If \( A \) is a JBW-algebra, if \( H \) is a real Hilbert space, and if \( T : A \rightarrow H \) is a weak*-continuous linear operator, then there is a norm-one positive linear functional \( \varphi \) in \( A_* \) such that

\[
\|T(x)\| \leq 2\sqrt{2} \|T\| \left( \varphi(x^2) \right)^{1/2}
\]

for all \( x \in A \).

Now, Lemma 4 in [22] can be improved as follows. Indeed, it is enough to replace in its proof [22, Corollary 3] with Fact A.

**Fact B:** If \( W \) is a real JBW*-triple, if \( H \) is a real Hilbert space, and if \( T : W \rightarrow H \) is a weak*-continuous linear operator which attains its norm, then there is a norm-one functional \( \varphi \in W_* \) such that

\[
\|T(x)\| \leq (1 + 3\sqrt{2}) \|T\| \|x\|_{\varphi}
\]

for all \( x \in W \).

Finally, Fact B above and [30] allow us to take \( M = 1 + 3\sqrt{2} \) in the real case of Proposition 1.9.

**REFERENCES**